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UHECR Source Candidates? (Classical)
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UHECR Source Candidates = Cosmic Monsters
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Energetics

UHECR energetics: (0.2-2)x1044 erg/Mpc3/yr @ 1019.5 eV
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Nuclear-Rich Composition at the Sources?
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Figure 3. Top: simulated energy spectrum of UHECRs (multiplied by E3) at the top of the Earth’s
atmosphere, obtained with the best-fit parameters for the reference model using the procedure de-
scribed in section 3. Partial spectra are grouped as in figure 2. For comparison the fitted spectrum
is reported together with the spectrum in [4] (filled circles). Bottom: average and standard deviation
of the Xmax distribution as predicted (assuming EPOS-LHC UHECR-air interactions) for the model
(brown) versus pure 1H (red), 4He (grey), 14N (green) and 56Fe (blue), dashed lines. Only the energy
range where the brown lines are solid is included in the fit.

The main systematic effects derive from the energy scale in the spectrum [4], and the Xmax

scale [5]. The uncertainty on the former is assumed constant ∆E/E = 14% in the whole
energy range considered, while that on composition ∆Xmax is asymmetric and slightly energy
dependent, ranging from about 6 to 9 g/cm2. As described in section 3 two approaches are
used to take into account the experimental systematics in the fit.
Including the systematics as nuisance parameters in the fit, we obtain the results in table
3. Here the average value and uncertainty interval of the model parameters include both
statistical and systematic uncertainties of the measurement. Also shown are shifts in the
energy scale and Xmax scale of the experiment as preferred by the fit. Both remain within
one standard deviation of the given uncertainties. The effect of fixed shifts within the exper-
imental systematics are reported in table 4.
From the results one can infer that the total deviance of the fit is not strongly sensitive to
shifts in the energy scale, though the injection mass fractions are. This is because an increase
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(s=0.96)

• Intrinsic
abundance
fH=fFe=0
fHe=0.67
fN=0.28
fSi=0.05

Auger 17 JCAP

A=1

A=2-4

A=3-22

A=23-38

range of ∼8 M⊙ to ∼12 M⊙ may evolve to form oxygen-
neon-magnesium WDs (ONeMg-WDs) [92,93]. In this
case, the burning of carbon will not lead to explosion or
collapse. In model II-2, we consider that ONeMg-WDs
with a mass fraction of XO ¼ 0.12, XNe ¼ 0.76, and XMg ¼
0.12 are tidally disrupted [94]. In Fig. 9, we show the CR
injection spectra for model II-1 (upper panel) and model II-2
(lower panel).

3. WD-IMBH with ignition

When a WD approaches a massive BH, the tidal com-
pression and relativistic effects can enhance the WD central
density and could trigger explosive nuclear burning [87,
95–102]. This kind of ignition has also been suggested as an
alternative scenario for type Ia supernovae [95]. In this case, a
fraction of nuclear explosive matter can be accreted into the
center BH and form an accreting flow [98].

However, ignition and associated nucleosynthesis of
heavy nuclei have been questioned by more dedicated
simulations, and details are still under debate [102]. Also,
the rate of such events is uncertain andmay bemuch smaller.
On the other hand, it has been argued that the composition
of such TDEs has been considered to explain UHECRs
[103], so we also consider this scenario for completeness.
In models III-1 and III-2, we adopt the numerical

simulation results from Ref. [98]. Model III-1 is the case
with a 0.2 M⊙ heliumWDpassing a 103 M⊙ BH andmodel
III-2 corresponds to a CO-WD (1.2 M⊙) approaching a
500 M⊙ BH. InFig. 10,we show theCR injection spectra for
model III-1 (upper panel) and model III-2 (lower panel).

C. Propagation in intergalactic space

We calculate the propagation of UHECR nuclei, using
the public code CRPropa 3 [48,104]. The main energy-loss
process for UHECR nuclei during propagation is

FIG. 11. Model I: MS stars with the solar composition. We use
a maximum proton energy of Ep;max ¼ 2 × 1019 eV and spectral
index of sesc ¼ 1.

FIG. 10. CR injection spectra for WDs disrupted by an IMBH.
Upper panel: Model III-1, 0.2 M⊙ helium WDs disrupted
by 103 M⊙ IMBHs. The mass fraction is XHe ¼ 77.6%, XC ¼
0.37%, XSi ¼ 7.3%, and XFe ¼ 0.2%. Lower panel: Model III-2,
1.2 M⊙ CO-WDs disrupted by 500 M⊙ IMBHs [98]. The mass
fraction is XHe ¼ 15.25%, XC ¼ 3.7%, XO ¼ 10.3%, XNe ¼
0.3%, XMg ¼ 0.37%, XSi ¼ 21.7%, and XFe ¼ 66.7%. The maxi-
mum energy is ZEp;max ¼ 6.3 × 1018Z eV, and the spectral index
is sesc ¼ 1. The total CR injection energy is ECR ¼ 1053 erg.

HIGH-ENERGY COSMIC RAY NUCLEI FROM TIDAL … PHYSICAL REVIEW D 96, 063007 (2017)
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Requirements for Sources of Nuclei
- Hillas condition (luminosity requirement) & energetics
- Anisotropy (including limits on the source density)
1. Nucleus-survival

luminosity requirement → powerful sources 
powerful in radiation → efficient disintegration

2. ”Heavy-rich” composition
a. intrinsic abundance/injection mechanism
b. reacceleration

3. “Hard” spectrum of nuclei
a. hard “escape” spectrum (≠acceleration spectrum)
b. hardening due to “energy losses” in environments
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“Hotspot” update from 11 years of data

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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E > 57 EeV (Observed 72 events)
20o over-sampling circle
19 events fall in “Hotspot” centered at (146.7o, 43.2o)
(Expected = 4.5 events)
local significance 5.1σ, post trial significance 3.4σ 

Hotspot from 11 years of TA SD data, from May 11, 2008 to May 11, 2019

E > 57 EeV, in total 168 events
38 events fall in Hotspot (α=144.3o, δ=40.3o, 25o radius, 22o from SGP), expected=14.2 events   
local significance = 5.1 σ, chance probability → 2.9σ
25o over-sampling radius shows the highest local significance (scanned 15o to 35o with 5o step)

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).
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events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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Original hotspot reported in 2014, 
from 5 years of data

Auger hot spot:
~3.9s around Cen A (w. 28 deg)
TA hot spot: 
~2.9s (w. 25 deg)
Auger cross correlation:
starburst galaxies
(stellar deaths) ~4.5s
g-ray emitting AGN ~3.1s

Auger@ICRC19



Particle Acceleration in AGN?
Inner jet (blazar zone)
r ~ 1016-1018 cm, 
B ~ 0.1-100 G, G ~ 10 

Large-scale jet, hot spot, cocoon
r ~ 1020-1021 cm,
B ~ 1µG -1 mG, G ~ 1

Hillas condition: Emax ~ZeBrG ~ 3x1019 eV Z (G/10) (B/0.1 G) (r/1017 cm)   

from Marscher

Black hole vicinity
r ~ 1-100 Rs, 
B ~ 10-104 G, G ~ 1 



Ei;max ≈ ζeZiBcocl
1=2
cocR

1=2
jet Γjetβjet; ð3Þ

where ζ≡ ðζc=ζaÞ1=2 and λi;coc ∝ E2 is used. From the
simulation results, we found ζ ≃ 2.2ðξc=j=10Þ0.2 (see
Appendix A for the consistency of this estimate and the
simulation results), leading to Ei;max ∼ 1.6Zi EeV for our
reference parameter set (see Fig. 3). We confirm this scaling
relation for mildly relativistic cases of Γjetβjet ∼ 1 [69].
The discrete shear acceleration process is one of the

Fermi acceleration mechanisms, so the accelerated CRs
have a power-law spectrum. Almost all the accelerated
particles can escape. For E < Ei;max, the escaping CRs
show a hard power-law spectrum, dLE=dE ∝ E−1 − E0

(see Fig. 3). It has a spectral break at E ∼ Ei;coh due to the
change of energy dependence of the mean-free path. For
E > Ei;max, the spectrum has a cutoff that is slower than the
exponential (see Appendix A for the detailed results of
Monte Carlo simulations, including the parameter depend-
ence of the spectral shape and cases for the Bohm limit).
Since we consider kiloparsec-scale jets, we can neglect
energy losses due to proton synchrotron, hadronuclear,
photohadronic, and photodisintegration processes.

B. Continuous shear acceleration

There is a shear layer between the jet and the cocoon
where the jet velocity may change linearly [70]. This layer
affects the spectrum of CRs if the size of the shear layer is
larger than the Larmor radius or the scattering mean-free
path of the CRs [43]. Here, we make a brief discussion
about effects of the shear layer, which may have a crucial
influence on the injection process to the discrete shear
acceleration (see Sec. III A).
Inside the shear layer, the evolution of distribution

function is described by the diffusion equation in momen-
tum space. Adding the escape term and injection term,
which are important in our setup, we can write the CR
transport equation as [40,43]

∂f
∂t ¼

1

p2

∂
∂p

!
p2Dp

∂f
∂p

"
−

f
tesc;sl

þQ0δðp − pinj;slÞ; ð4Þ

where Dp ≈ p2λi;slcðdvj=drÞ2=15 is the diffusion coeffi-
cient in momentum space (λi;sl is the mean-free path and
dvj=dr is the velocity gradient in the shear layer), tesc;sl ¼
R2
sl=ð2λslcÞ is the escape time from the shear layer (Rsl is the

size of shear layer), Q0 is the injection rate, and pinj;sl is the
injection momentum. The acceleration time is estimated to
be tacc;sl ¼ p2=Dp ∝ p−δ, where we write the mean-free
path as λi;sl ≈ λ0ðp=p0Þδ. This dependence is the same as
that of tesc, which means that the acceleration time is shorter
for higher energy for δ > 0 [43]. Assuming a power-law
distribution function dN=dE ¼ 4πp2f ∝ p−ssl , we can
obtain the steady state solution as

ssl ¼
# δ−1

2 − qsl ðp < pinj;slÞ
δ−1
2 þ qsl ðp > pinj;slÞ;

ð5Þ

qsl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðδþ 3Þ2

4
þ
tacc;sl
tesc;sl

s

: ð6Þ

We confirm this power-law solution by numerically solving
Eq. (4). The spectrum of escaping particles is written as
dLE=dE≈ðdN=dEÞ=tesc;sl∝E−sesc;sl , where sesc;sl ¼∓ qsl−
ð1þ δÞ=2. Considering the linear velocity gradient,
ðdvj=drÞ ≈ cβjet=Rsl, we obtain tacc;sl=tesc;sl ¼ 30c2=
ðR2

slðdvj=drÞ2Þ ≈ 30β−2jet . Then, the index of the escape
spectrum is sesc;sl ∼ 7.3ð−8.7Þ for p > pinj (p < pinj). This
spectrum is so steep that it cannot match the observed
UHECR spectrum. Most of the injected particles escape
from the shear layer before being accelerated to higher
energies. In other words, only few low-energy GCRs that
are injected to the continuous shear acceleration can reach
the injection energy, above which the discrete shear
acceleration operates (see Sec. III A).
Thus, the low-energy GCRs are unlikely to be accel-

erated to UHECRs. Here, we assume that the particles are
injected at the center of the shear layer for simplicity. In
reality, the particles are injected at the edge of the shear
boundary. Although this could affect the spectral shape, it is
unlikely that the injection position drastically changes the
acceleration efficiency. More detailed discussions for the
continuous shear acceleration are beyond the scope of this
work, and remains as a future work.

III. RECYCLING GALACTIC CRS AS UHECRS

A. Injection rate and composition ratio

In our shear reacceleration scenario, we have shown that
the spectrum of escaping CRs is generically hard, and
Ei;max is determined by the five parameters (βjet, Rjet, ξc=j,

FIG. 3. The intrinsic energy spectra of UHECRs produced by
shear acceleration with the injection of GCRs.
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Ep;max is the proton maximum energy, and Zi is the particle
charge for a particle species with i. For low-energy CRs, we
discuss the analytical CR spectrum, and show that the high-
energy CRs can be accelerated mainly via the discrete shear
acceleration mechanism. Then, in Sec. III, we apply the
mechanism to the system that is composed of an AGN jet
and a cocoon inflated by the jet. We find that TeV-PeV CRs
injected from a galactic halo are naturally accelerated by
the shear acceleration, which can generate UHECRs with
energies up to 100 EeV (Fig. 1). We also calculate the
UHECR propagation in intergalactic space, and demon-
strate that our model accounts for the observed Auger data
well. In Sec. IV, we summarize our results and discuss
implications.

II. SHEAR ACCELERATION

Shear acceleration is a class of Fermi acceleration
mechanisms [39–43]. The shear acceleration occurs when
the relativistic particles are inside an ordered shear velocity
field, which is commonly expected in the astrophysical jets
[44–46] and accretion flows [47–49]. When the shear is
continuous in the scale of the mean-free path for scatterings
with magnetic fields, the acceleration mechanism is basi-
cally the same as the stochastic acceleration in a turbulence.
A particle that has a head-on (tail-on) collision gains (loses)
energy, and the particles are statistically accelerated
because the head-on collision is more probable than the
tail-on collision [48,50]. When the scattering mean-free
path is longer than the scale of the shear velocity gradient,
the acceleration is regarded as the Fermi process in the
discrete shear [42,44]. In our scenario, UHECR production
proceeds in this regime due to their large Larmor radii. The
spatial diffusion is important, so that we take a numerical
approach to properly consider the geometry. Note that the
continuous shear acceleration and discrete shear acceler-
ation are different in terms of the properties of CR
acceleration, which leads to the important difference in

their time scales such as the CR escape time and CR
acceleration time. This may result in distinct predictions for
CR spectra.

A. Discrete shear acceleration

1. Setup for Monte Carlo simulations

We consider a jet-cocoon system (see, e.g., [51,52]). To
mimic the geometry of interest (see Fig. 1), we consider
two cylinders with radii of Rjet and Rcoc. We parametrize
the cocoon radius as Rcoc ≡ ξc=jRjet. The shear between the
jet and cocoon is given by the jet velocity, cβjet. The cocoon
is quasispherical in general. For simplicity, we assume the
vertical length of the jet and the cocoon to be equal to
the cocoon radius: ljet ¼ lcoc ¼ Rcoc, which is sufficient for
the purpose of this work.
We expect that both the jet and cocoon have turbulent

magnetic fields that scatter the particles. We can para-
metrize the mean-free path inside the cocoon as
λi;coc ¼ ðE=Ei;cohÞδlcoh, where lcoh is the coherence length
and Ei;coh ¼ ZieBcoclcoh (Bcoc is the magnetic field strength
in the cocoon). The particles are resonantly scattered by
turbulence for E < Ei;coh, which leads to δ ¼ 1=3 if we
assume the Kolmogorov turbulence inside the cocoon [e.g.
[53]]. On the other hand, particles are scattered in a
nonresonant manner with small-scale turbulence for
E > Ei;coh, resulting in δ ¼ 2 [e.g. [54]]. Both the turbu-
lence and magnetic field are likely to be strong in the jet,
and the diffusion process in the strong turbulence is likely
to be the Bohm limit [49,55]. Thus, we use the Bohm limit
there, λi;jet ¼ E=ðZieBjetÞ, where Bjet is the magnetic field
strength in the jet. The particles move in a manner of the
random walk by these interactions, and undergo multiple
passage through the shear layer. This results in the discrete
shear acceleration.
For a given nuclear species, we inject 262,144 particles

with an injection energy of Ei;inj (see Sec. III A) at the jet-
cocoon boundary at t ¼ 0, and track them by a time of
t ¼ tad ≈ Rcoc=vexp, where vexp is the expansion velocity of
the cocoon. After this time scale, we expect that the
particles lose their energies due to the adiabatic expansion.
Since injected particles are reaccelerated to ultrahigh
energies, more than 89% of the particles escape from the
system by the end of simulation runs. The number of the
injected particles is normalized by the injection rate _Ninj

(see Sec. III A). The particles travel straightly until they are
scattered by a magnetic field. The scattering angle distri-
bution is assumed to be isotropic in the rest frame of each
fluid, which is a simplified but reasonable approximation in
our problem, given that almost all the particles experience
many scatterings during their residence time (cf. [56–58]
and references therein). When the particles diffuse out
beyond the cocoon radius, Rcoc, or the jet length, ljet, they
are recorded as “escaping” particles.

FIG. 1. The schematic picture of shear acceleration in a jet-
cocoon system of an AGN. A fraction of GCRs swept up by the
flow can be accelerated up to ultrahigh energies.
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One-Shot/Shear Acceleration at Kpc Scale Jets

• Super-solar abundance of nuclei in AGN?
→ Reacceleration of “galactic” CRs by AGN jets

Kimura, KM & Zhang 18 PRD

lcoh, Bcoc). Next, we estimate the UHECR luminosity and
their composition ratio.
CR densities in radio galaxies are highly uncertain. Here,

we assume that the proton CR densities are comparable to
that in our Galaxy. While the star-formation rate of
elliptical galaxies may be lower than that of star-forming
galaxies by a factor of 3–10 [71,72], this uncertainty is
easily absorbed by uncertainties in the other parameters.
The GCR density inside the CR halo of Hh ∼ 5 kpc [59]
can be expressed as

ni;d ¼ Ki

!
Ei;inj

TeV

"−αiþ1

exp
!
−

Ei;inj

ZiPeV

"
: ð7Þ

Here, CR species are grouped as i ¼ H, He, C–O, Ne–Al,
Si–K, Ca–Mn, Fe. Their effective charge Zi and atomic
mass Ai are Zi ¼ 1, 2, 7, 11, 15, 23, 26 and Ai ¼ 1, 4, 14,
23, 30, 49, 56, respectively. We use the observed values at
E ∼ 1 TeV for the normalization of each component:KH ¼
3.6 × 10−15 cm−3 and Ki=KH ≃ 1, 0.65, 0.33, 0.17, 0.14
0.072, 0.23 [73,74]. In the galactic disk, the proton has a
softer index than the others [73–76], αH ≃ 2.7 and αi≠H ≃
2.6 [77]. In addition, we increase the abundance of nuclei
heavier than He by factor of 3 from the value above because
most of the radio galaxies have more metals than the
Galaxy due to their past star formation activities [79,80].
The number of swept-up particles of species i by the time

when ljet ¼ Hh is simply given by 2πR2
cocHhni;d, and we

assume that only the fraction, R2
jet=R

2
coc, is injected into

shear acceleration. Thus, the time-integrated number of
injected GCRs is written as Ni;inj ≈ 2πR2

jetHhni;d. The
swept-up particles of λi;sl < Rsl are accelerated by the
continuous shear that is ineffective to produce high-energy
CRs (see Sec. II B). Only the particles of λi;sl > Rsl can be
injected to the discrete shear acceleration process. Setting
λi;sl ¼ Rsl, the injection energy is given by
Ei;inj ≈ EcohðRsl=lcohÞ3 ∼ 15Zi TeV. Here, we use λi;sl ∼
λi;coc and Rsl ∼ 0.01Rjet ∼ 5 pc. The injected CRs are
accelerated until the adiabatic cooling is effective, tad ≈
Rcoc=vexp ∼ 1.6 Myr (where vexp ∼ 3000 km s−1 [68]). The
time-averaged injection rate of GCRs of species i to shear
acceleration is estimated to be

_Ni;inj ≈
Ni;inj

tad
≈
2πR2

jetHhni;d
tad

: ð8Þ

Renormalizing the simulation input by the injection rate,
we obtain the differential luminosity of UHECRs, LUHECR.
The CR luminosity density at 1019.5 eV is 0.6×
1044 ergMpc−3yr−1 (e.g., [33]), and the number
density of FR Is is roughly ∼10−5–10−4Mpc−3 [81,82].
Thus, LUHECR∼2×1040–2×1041 ergs−1 is required. Our
model can satisfy this requirement, as shown in
Fig. 3. Also, our model can avoid anisotropy constraints
at E ∼ 10 EeV [83] owing to the high source

number density with the heavy composition. The
relative abundance ratio at the same rigidity is
estimated to be ðfH;fHe;fC−O;fNe−Al;fSi−K;fCa−Mn;fFeÞ¼
ð0.73;0.21;0.042;0.011;0.0053;0.0014;0.0037Þ. Note that
we cannot freely change the abundance ratio among heavy
nuclei as well as the intrinsic spectral index, because they
are determined by the shear acceleration mechanism and
observed abundance of galactic CRs.

B. Comparison with observations

We calculate the propagation of the UHECRs from the
sources to the Earth using CRPROPA 3 [84,85]. The code
includes the photomeson production, the photodisintegra-
tion, and the electron-positron pair production through the
cosmic microwave background and extragalactic back-
ground light (EBL). The nuclear decay process is also
included. We use the EBL model of [86], and assume that

FIG. 4. The observed spectrum (upper panel), hXmaxi (middle
panel), and σðXmaxÞ (lower panel) of the UHECRs at the Earth.
The data of PAO and TA are taken from [13–15].

ULTRAHIGH-ENERGY COSMIC-RAY NUCLEI FROM BLACK … PHYS. REV. D 97, 023026 (2018)

023026-5

Shear acceleration (G~1) (ex. Berezhko & Krymskii, Ostrowski)
One-shot (espresso) acceleration (G>>1) (ex. Gallant & Achterberg)

Caprioli 15, Kimura, KM & Zhang 18



Ei;max ≈ ζeZiBcocl
1=2
cocR

1=2
jet Γjetβjet; ð3Þ

where ζ≡ ðζc=ζaÞ1=2 and λi;coc ∝ E2 is used. From the
simulation results, we found ζ ≃ 2.2ðξc=j=10Þ0.2 (see
Appendix A for the consistency of this estimate and the
simulation results), leading to Ei;max ∼ 1.6Zi EeV for our
reference parameter set (see Fig. 3). We confirm this scaling
relation for mildly relativistic cases of Γjetβjet ∼ 1 [69].
The discrete shear acceleration process is one of the

Fermi acceleration mechanisms, so the accelerated CRs
have a power-law spectrum. Almost all the accelerated
particles can escape. For E < Ei;max, the escaping CRs
show a hard power-law spectrum, dLE=dE ∝ E−1 − E0

(see Fig. 3). It has a spectral break at E ∼ Ei;coh due to the
change of energy dependence of the mean-free path. For
E > Ei;max, the spectrum has a cutoff that is slower than the
exponential (see Appendix A for the detailed results of
Monte Carlo simulations, including the parameter depend-
ence of the spectral shape and cases for the Bohm limit).
Since we consider kiloparsec-scale jets, we can neglect
energy losses due to proton synchrotron, hadronuclear,
photohadronic, and photodisintegration processes.

B. Continuous shear acceleration

There is a shear layer between the jet and the cocoon
where the jet velocity may change linearly [70]. This layer
affects the spectrum of CRs if the size of the shear layer is
larger than the Larmor radius or the scattering mean-free
path of the CRs [43]. Here, we make a brief discussion
about effects of the shear layer, which may have a crucial
influence on the injection process to the discrete shear
acceleration (see Sec. III A).
Inside the shear layer, the evolution of distribution

function is described by the diffusion equation in momen-
tum space. Adding the escape term and injection term,
which are important in our setup, we can write the CR
transport equation as [40,43]

∂f
∂t ¼

1

p2

∂
∂p

!
p2Dp

∂f
∂p

"
−

f
tesc;sl

þQ0δðp − pinj;slÞ; ð4Þ

where Dp ≈ p2λi;slcðdvj=drÞ2=15 is the diffusion coeffi-
cient in momentum space (λi;sl is the mean-free path and
dvj=dr is the velocity gradient in the shear layer), tesc;sl ¼
R2
sl=ð2λslcÞ is the escape time from the shear layer (Rsl is the

size of shear layer), Q0 is the injection rate, and pinj;sl is the
injection momentum. The acceleration time is estimated to
be tacc;sl ¼ p2=Dp ∝ p−δ, where we write the mean-free
path as λi;sl ≈ λ0ðp=p0Þδ. This dependence is the same as
that of tesc, which means that the acceleration time is shorter
for higher energy for δ > 0 [43]. Assuming a power-law
distribution function dN=dE ¼ 4πp2f ∝ p−ssl , we can
obtain the steady state solution as

ssl ¼
# δ−1

2 − qsl ðp < pinj;slÞ
δ−1
2 þ qsl ðp > pinj;slÞ;

ð5Þ

qsl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðδþ 3Þ2

4
þ
tacc;sl
tesc;sl

s

: ð6Þ

We confirm this power-law solution by numerically solving
Eq. (4). The spectrum of escaping particles is written as
dLE=dE≈ðdN=dEÞ=tesc;sl∝E−sesc;sl , where sesc;sl ¼∓ qsl−
ð1þ δÞ=2. Considering the linear velocity gradient,
ðdvj=drÞ ≈ cβjet=Rsl, we obtain tacc;sl=tesc;sl ¼ 30c2=
ðR2

slðdvj=drÞ2Þ ≈ 30β−2jet . Then, the index of the escape
spectrum is sesc;sl ∼ 7.3ð−8.7Þ for p > pinj (p < pinj). This
spectrum is so steep that it cannot match the observed
UHECR spectrum. Most of the injected particles escape
from the shear layer before being accelerated to higher
energies. In other words, only few low-energy GCRs that
are injected to the continuous shear acceleration can reach
the injection energy, above which the discrete shear
acceleration operates (see Sec. III A).
Thus, the low-energy GCRs are unlikely to be accel-

erated to UHECRs. Here, we assume that the particles are
injected at the center of the shear layer for simplicity. In
reality, the particles are injected at the edge of the shear
boundary. Although this could affect the spectral shape, it is
unlikely that the injection position drastically changes the
acceleration efficiency. More detailed discussions for the
continuous shear acceleration are beyond the scope of this
work, and remains as a future work.

III. RECYCLING GALACTIC CRS AS UHECRS

A. Injection rate and composition ratio

In our shear reacceleration scenario, we have shown that
the spectrum of escaping CRs is generically hard, and
Ei;max is determined by the five parameters (βjet, Rjet, ξc=j,

FIG. 3. The intrinsic energy spectra of UHECRs produced by
shear acceleration with the injection of GCRs.
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Particle acceleration in radio galaxies with flickering jets 9

Figure 6. Cosmic-ray spectra from the reference simulation, in ⇢2=(⇢) units where =(⇢) = 3# /3⇢ is the di�erential spectrum; an ⇢�2 CR spectrum appears
as a horizontal line. Left� The CR spectra inside the lobe averaged over the jet history. The thick black line shows the total CR spectrum, and the coloured lines
show the contributions of individual species. The spectral shape matches the injected spectrum up to a characteristic break energy, beyond which the spectrum
steepens due to the escape of high-energy CRs. Centre� As in the left panel, but for the CRs escaping the lobe. The CR spectra behaves in an opposing manner to
the left panel, with an inverted spectrum below a characteristic energy, and a flat ⇠ ⇢�2 spectrum above this energy. The spectrum steepens above a break energy
determined by the range of maximum energies during the simulation due to the variable jet power; the shape of this cuto� is discussed further, for an idealised
case, in Section 3.3. Right� CR spectra from 50 random times during the simulation. Broadly speaking, the spectra are similar to the averaged spectrum, except
that jet variability causes the location of the maximum energy cuto� for the escaping CRs to jump around over-time. In addition, the value of gcr

esc increases over
time as the lobe becomes larger, which changes the break energy for the CRs inside the lobe and the peak in the escaping spectrum.

Figure 7. The value of hln �i as a function of energy in the simulation. Solid
and dashed lines show the mean value across the jet history, and the shaded
region shows the standard deviation at each value of ⇢ . The CR escape time
is a rigidity (⇢//4) dependent quantity, so at a given energy lighter species
find it easier to escape due to their lower / . This means that the escaping
CRs (orange) have a lighter composition than the CRs remaining inside the
lobes (blue).

3.4 Spectral Energy Distribution

In Fig. 8, we show broadband spectral energy distributions (SEDs) at
10 Myr intervals throughout the jet history. The SEDs are calculated
using ������ as described in section 2.6. Each curve is colour-
coded according to the elapsed time, and the inset axis shows the
corresponding electron spectra. The top panel shows the jet power

over time, as in Fig. 3, but with the time intervals marked with vertical
dashed lines to aid interpretation of the plot. We also show charac-
teristic observing frequencies for radio and X-ray, as well as for the
Fermi Large Area Telescope (Fermi LAT) with coloured horizontal
bands.

The SED is characterised by a classic double-humped shape, with
the low energy bump caused by synchrotron emission and the high-
energy bump caused by inverse Compton scattering o� the CMB.
We also computed the spectrum from ?? collisions but found it
was insignificant due to the low density of target protons in the
lobes. Although a double-humped SED shape is often associated
with blazars (e.g Fossati et al. 1998; Ghisellini et al. 1998), it is a
generic feature of a population of electrons interacting with magnetic
fields and radiation fields when the energy densities of the two fields
are comparable. For IC scattering in the Thomson regime, the relative
contribution of the synchrotron and IC processes is given by the ratio
of the relevant energy densities (*⌫ and *CMB in this case). In the
reference model, *⌫ > *CMB at all times, and the decrease of ⌫
over time causes the synchrotron bump to be more dominant at early
times compared to late times.

There are clear kinks and inflection points in both the SED and
electron spectrum (inset). A correspondence can be seen between fea-
tures in the synchrotron hump and both the IC hump and the electron
spectrum, as expected, although some of the smaller features in the
electron spectrum are smoothed out in the SED since each electron
energy range produces radiation over a broader range of frequencies.
The kink and inflection features are caused by the variability of the
jet; e�ectively, the result is a ‘many-populations’ model where the
electron spectrum is a series of injected populations that have each

MNRAS 000, 1–17 (2020)

Shock Acceleration in Jet Backflows

• Jet-cocoon interactions lead to shocks in backflows forming a cocoon
(demonstrated by hydrodynamic jet simulations) 

• FR-II galaxies: promising for UHECR acceleration & delayed escape
• “Escape” spectrum is different from “acceleration” spectrum

ex. cocoon shock: sesc = sacc+1/2  (Ohira, KM & Yamazaki 10) 

Figure 2: A schematic of the jet, hotspot, backflow and
cocoon in a radio galaxy.

the jet, particularly outside the cluster core. We present
two simulations, a 3D simulation (F3D) with jet power
1045 erg s�1 and a 2D cylindrical simulation (F1) with jet
power 2.69 ⇥ 1045 erg s�1. Both jets are light with respect
to their surroundings, with density contrasts (⌘ = ⇢ j/⇢0)
of 1.88 ⇥ 10�5 (F3D) and 9.71 ⇥ 10�5 (F1), which cor-
responds to relativistic generalisations of the density con-
trast of 1.92 ⇥ 10�4 and 10�3, respectively. The full simu-
lation parameters are given in table 1 of M18b.

The simulation results are presented in Fig. 3, where
we show slices of density, pressure, Mach number and z
velocity in the x�z plane for a snapshot of the F1 and F3D
simulations. The jet produces reconfinement shocks along
its path, and forms a classic two-shock structure. It inflates
a low-density cavity which is filled by rapidly backflow-
ing plasma from the jet head. These backflows can be-
come supersonic, qualitatively validating the results of the
1D Bernoulli argument, and can produce non-relativistic
shocks. These shocks can accelerate particles via DSA.

3.3 Advantages of backflows as ultrahigh energy
particle accelerators

Shocks in backflows have a number of interesting prop-
erties as UHECR accelerators. The Hillas energy gives a
constraint on the shock properties that is necessary but not
su�cient, as shown by e.g. [28, 29]. At a single shock,
the Hillas energy only applies in the limit of Bohm di↵u-
sion, i.e. � ⇠ rg, where � is the scattering mean-free path
and rg is the Larmor radius. The maximum CR energy is
therefore limited by the time available to generate turbu-
lence on the scale of rg. In backflows, and other complex,
turbulent flows, the turbulence is not only self-generated
by CRs. Field lines can be stretched and distorted by the
turbulent flow close to the jet head, while passing through
multiple shocks o↵ers more than one opportunity for CR-
generated turbulence. The seed field for this turbulence is
the magnetic field at the hotspot, which can already be rel-
atively large due to amplification at the termination shock

[12]. Furthermore, the shock velocities can span a range of
values. The combination of these factors means that many
of the problems associated with acceleration at relativistic
shocks can be avoided. Detailed calculations are needed to
validate these statements, but generally we expect shocks
in the backflow to produce CRs with energies approaching
Hillas.

3.4 Maximum energy estimate

To estimate the maximum CR energy in the simulations,
we need an estimate of the characteristic shock size, mag-
netic field, Mach number and velocity. We used La-
grangian tracer particles to track the passage of a fluid
element. Shocks were identified by a pressure jump,
�P/P > 0.2 and requiring that r · u < 0. Shock proper-
ties were recorded each time the particle crossed a shock,
which also allowed the number of shock crossings to be
recorded. The shock detection procedure is described in
more detail by [17]. We also used a DBSCAN cluster-
ing analysis [30] to detect shock structures on the Eule-
rian grid in order to measure shock size. We restrict the
tracer particle analysis to the 2D simulation, finding ap-
proximately 10% of particles passed through a shock with
M > 3. The shocks had characteristic sizes and velocities
of rs ⇡ 2kpc and us ⇡ 0.2c, respectively. We estimated
the magnetic field as a fraction of the total energy den-
sity at the shock, i.e. B̄ = [2⌘µ0(⇢u2 + Uth)]1/2 obtaining
values up to a maximum of 150µG for a departure from
equipartition, ⌘, of 0.1. Taking these characteristic values
and substituting into equation (1), we obtain

Emax ⇡ 50 EeV Z
 

B
140µG

! ✓ us

0.2c

◆  rs

2kpc

!
. (4)

This maximum energy can be higher by approximately a
factor N if a particle passes through N shocks on its pas-
sage through the backflow. This estimate indicates that
shocks in the backflows of radio galaxies are plausible
UHECR acceleration sites, particular if the UHECRs are
composed of mostly heavy nuclei beyond ⇠ 10 EeV.

4 Power requirements and UHECR Escape

We have demonstrated that shocks in the lobes of radio
galaxies can have a range of shock velocities, with Hillas
energies of up to ⇠ 5⇥ 1019eV. As a result, the scenario of
UHECR acceleration in secondary shocks in radio galax-
ies meets two of our three minimal requirements from sec-
tion 2. The power of the jet is an input parameter to the
simulations, designed to mimic typical FRII jet powers of
⇠ 1045 erg s�1 [31], so we must turn to observational con-
straints to ascertain if powerful radio galaxies are common
and local enough to be plausible UHECR sources.

Using empirical relationships between jet kinetic
power and radio luminosity [e.g. 32], it is possible to inte-
grate over the radio galaxy luminosity function using the
minimum power requirement as a lower limit. Such an ex-
ercise reveals that, on average, radio galaxies are common
and energetic enough to reproduce the observed UHECR

Matthews+ 19 
Matthews & Taylor 21



Multi-Messenger Signatures?

Fang & KM 18 Nature Physics 

• AGN=“UHECR” accelerators
Galaxy clusters/groups=“CR” reservoirs

• LE CRs: confinement in cocoons
VHE CRs: confinement in clusters
UHE CRs: escape into intergalactic space 

• CR nuclei: photodisintegration -> harder spectra (Unger, Farrar & Anchordoqui 15)



Particle Acceleration in AGN?
Inner jet (blazar zone)
r ~ 1016-1018 cm, 
B ~ 0.1-100 G, G ~ 10 

Large-scale jet, hot spot, cocoon
r ~ 1020-1021 cm,
B ~ 1µG -1 mG, G ~ 1

Hillas condition: Emax ~ZeBrG ~ 3x1019 eV Z (G/10) (B/0.1 G) (r/1017 cm)   

from Marscher

Black hole vicinity
r ~ 1-100 Rs, 
B ~ 10-104 G, G ~ 1 



Particle Acceleration in Inner Jets?
Origin of relativistic particles in blazars is under debate

• Jet: launched as Poynting-dominated
(e.g., Blandford-Znajek mechanism)

• Maybe copious pairs (1<ne/np<1000)

• Emission region: particle-dominated
but magnetized 

• Toroidal-dominated at larger distances
-> quasi-perpendicular shocks

• Ultrarelativistic magnetized shocks: 
acceleration is inefficient unless parallel

3D Stability of Relativistic Jets from Black Holes 3

using a paraboloidal-like potential given by

Adipole = (1/2)[(r + r0)ν f− + 2M f+(1 − ln( f+))], (4)

where f− = 1 − cosµ θ, f+ = 1 + cosµ θ, ν = 3/4, µ = 4, r0 = 4,
and applies for θ < π/2 and for θ > π/2 when letting θ→ π − θ. In
this model, current sheets form above and below the equator. From
prior GRMHD simulations, we expect primarily the initial field’s
multipole order to be important, and particular model parameter
values should be unimportant once a quasi-steady state is reached.
All models have initial gas pressure per unit magnetic pressure of
≈ 100 at the equator in the disc. We allow the comoving magnetic
energy per rest-mass energy up to only 100 during mass evacuation
near the BH (see floor model in McKinney 2006a).

Spherical polar, not Cartesian, coordinates are used since pre-
ferred for rotating jets. Our fiducial models have resolution 256 ×
128×32 in r×θ×φ, with non-uniform grid as in McKinney (2006a),
except R0 = 0 and nr = 1 in their equation (18). Based upon code
tests, our 2nd-order monotonized central limiter scheme would re-
quire roughly 4× the per-dimension resolution to obtain the accu-
racy our 4th-order scheme by the end of the simulation. Unlike
prior 3D GRMHD simulations, the grid warps to resolve the disc
at small radii and follows the collimating jet at large radii giving
roughly 3×more angular resolution at large radii. Hence, compared
to any scheme similar to the original 2nd-order HARM scheme, our
effective resolution is roughly 1024 × 1536 × 128. Unlike most 3D
GRMHD simulations (e.g. Beckwith et al. 2008), we include the
full ∆φ = 2π extent as required to resolve the m = 1 mode and in-
clude the full ∆θ = π extent (no cut-out at poles). As Fragile et al.
(2007), we use transmissive (not reflecting) polar boundary condi-
tions. As they state, the singularity need not be treated specially
for centered quantities in a finite-volume scheme. Our field is stag-
gered, and the polar value of Bθ is evolved by using the analytical
limit of the finite volume induction equation at the pole such that
angular-dependent area factors cancel (McKinney et al., in prep.).
Coordinate directions twist at the pole leading to some dissipation,
but this is significantly reduced by our 4th-order scheme that well-
resolves up to m = 4 with 32 φ cells. At the inner torus edge, cells
have aspect ratio 1:5:10 and the fastest-growing magnetorotational
mode is resolved with 6 cells, as sufficient (Shafee et al. 2008). We
also studied resolutions of 128 × 128 × 32, 128 × 64 × 32, and
128 × 64 × 16; the jet’s Fourier m = 1, 2, 3 power is converged to
20%. Using 128 angular cells and staggered field scheme were re-
quired for MHD jet invariants to be conserved to ! 10%, which is
evidence of an accurate solution (Tchekhovskoy et al. 2008).

Most disc+jet simulations do not evolve to large enough radii
to resolve a highly relativistic jet. For magnetically-dominated
paraboloidal jets, the maximum Lorentz factor at large radii is

Γ ≈ 0.3
( r
M

)0.5
, (5)

(Tchekhovskoy et al. 2008). We choose an outer box radius of
103M as required to reach Γ ∼ 10. All simulations ran a duration of
5000M, which is 192 orbits at the inner-most stable circular orbit
(ISCO) (rISCO ≈ 2.2M) and 50 orbits at the initial inner torus edge.
The accretion rate of mass (Ṁ), energy, and angular momentum are
roughly constant with radius out to r ∼ 10M by t ∼ 3000M, indi-
cating the disc has reached a quasi-steady state. The slow/contact
modes for the jet move with v/c " 0.2, so the jet is beyond the box
by t = 5000M. We report many results at t ∼ 4000M since this is
before the jet partially reflects off the outer box.

Figure 1. For dipolar model, shows inner ±100M cubical region with BH,
accretion disc (pressure, yellow isosurface), outer disc and wind (log rest-
mass density, low green, high orange, volume rendering), relativistic jet
(Lorentz factor of Γ ! 4, low blue, high red, volume rendering), and mag-
netic field lines (green) threading BH. Despite non-axisymmetric turbu-
lence, polar magnetically-dominated jets are launched by the BZ effect.

3 RESULTS

The fiducial dipole model is overall similar to prior 2D simula-
tions (McKinney & Gammie 2004; McKinney 2006a). The BH-
driven polar jet survives in a non-dissipated state to large radii.
Each polar, magnetically-dominated jet at r+, 10, 102, 103M has
constant electromagnetic luminosity of Lj ≈ 0.01Ṁc2, with only
a small secular drop as Γ increases. This value is similar to higher
resolution 2D simulations (McKinney & Gammie 2004). The to-
tal (disc+jet+wind) electromagnetic output peaks at r ≈ 10M,
but disc power is dissipated so does not survive at large radii
(McKinney & Narayan 2007a). Figure (1) shows the inner ±100M
cubical region and Figure (2) shows out to z = 103M by t = 4000M.
The figures show the disc wind and relativistic jet generated by the
rotating BH and magnetized, turbulent accretion disc. The jet is
roughly stable out to z = 103M reaching Γ ∼ 5 − 10. Figure (2)
shows the kinked polar jet structure of the poloidal current, RBφ, ca-
pable of driving screw instabilities. We measure the Fourier power
within the jet region defined by magnetic energy per rest-mass en-
ergy, averaged for all φ, greater than one. At large distances the
m = 1, 2, 3, 4 powers relative to m = 0 are 7%, 1%, 0.7%, 0.6%
in magnetic energy, 6%, 4%, 0.5%, 0.2% in Lorentz factor, roughly
37%, 7%, 3%, 4% in both rest-mass density (ρ0) and RBφ, and
20%, 13%, 7%, 6% in internal energy density. Both ρ0 and RBφ
reach m = 1 power of 100% in the jet next to the outer disc edge
at r = 20M. There is no indication of growth beyond perturbations
induced by the disc turbulence, which appears to be the primary
origin of jet substructure.

Now we discuss our fiducial large-scale quadrupole model.
GRMHD simulations show that no strong jet emerges due to the
accretion of higher multipole moments put initially within the
disc (McKinney & Gammie 2004; McKinney & Narayan 2007a,b;

c⃝ 2009 RAS, MNRAS 000, 1–6

(Sironi et al. 13, Bell et al. 18 etc.)
→ magnetic reconnections?

but ep/ee may not be large 
more studies are necessary

McKinney & Blandford 09

Zhang, Sironi & Giannios 21
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Ions? Maximum CR Energy
~10% of AGN have powerful jets: “radio-loud AGN”

~0.1-1% of them are FR II galaxies and FSRQs (on-axis) 

KM, Dermer, Takami, & Migliori 2012 ApJ

Hillas condition: EA
max=ZeB’GR’

nearby FR I & blazars seen by Fermi

FSRQ w. G=10
(comoving frame)

Fe: Emax~1017.5 eV

Emax < Z1019 eV for FSRQs
pg/Ag losses are very important

FSRQs cannot be 1020 eV nuclei sources
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Ions? Maximum CR Energy
~10% of AGN have powerful jets: “radio-loud AGN”

Most of them are FR I galaxies and BL Lacs (on-axis) 

KM, Dermer, Takami, & Migliori 2012 ApJ

Hillas condition: EA
max=ZeB’GR’

nearby FR I & blazars seen by Fermi
Emax ~ Zx(1018-1019) eV for BL Lacs
pg/Ag losses are irrelevant  

BL Lacs could be 1020 eV nuclei sources

HSP BL Lac w. G=10
(comoving frame)

Fe: Emax~1020.5 eV



However, there are three issues. First, this model cannot
explain sub-PeV neutrino events. This is because broadline
emission leads to a low-energy cutoff in neutrino spectra
around PeV energies. Also, both accretion-disk and internal
synchrotron emission components have soft spectra in the
relevant UV and soft x-ray energy range, so the neutrino
spectra are generally quite hard at sub-PeV energies, which
appears to be incompatible with observations. (In principle,
lower-energy neutrinos could be produced by assuming
higher-temperature accretion disks and τsc ∼ 1, but we
expect hidden neutrino sources as in the AGN core model,
since multi-GeV γ rays cannot escape.) Thus, for radio-loud
AGN to explain the excess IceCube neutrino signal, a two-
component scenario is needed, as discussed in several works
[73,74]. In our case, sub-PeV neutrino events could be
attributed to an atmospheric prompt neutrino background
that is higher than the prediction by Enberg et al. [75] or,

alternately, different classes of astrophysical sources such as
star-forming galaxies and galaxy groups/clusters. Then it is
natural to expect a spectral dip between the two components,
in the sub-PeV range. It would be premature to study such
possibilities, however, because the statistics are not yet
sufficient to discriminate between competing scenarios.
The second issue is that the calculated neutrino spectra

are quite hard above PeV energies. CR spectral indices of
s ≈ 2.0 are inconsistent with the IceCube data, as many
more higher-energy neutrino events would be predicted,
given the Glashow resonance at 6.3 PeVand the increasing
neutrino-nucleon cross section. To avoid this problem, one
sees from Figs. 13 and 14 that steep CR spectra with
s≳ 2.5, or maximum energies of E0max

p ≲ 100 PeV, are
needed. Another possible option is to consider more
complicated CR spectra, such as a log-parabola function
[73]. Note that if a simple power-law CR spectrum is
assumed from low energies to high energies (as expected in
the conventional shock acceleration theory), steep spectral
indices unavoidably lead to excessively large CR energy
budgets, whereas more complicated curving or broken-
power law CR spectra could explain the IceCube data and
relax source energetics.
The third issue is that the CR loading factor required to

explain the PeV neutrino flux is larger than that for
UHECRs, although it seems less problematic compared
to the first and second issues. As seen in Eq. (27), we found
that the photomeson production efficiency is typically a
few percent. Then, for redshift evolution of blazars, the
differential CR energy injection rate to achieve E2

νΦν ∼
3 × 10−8 GeVcm−2 s−1 sr−1 is E0

pQE0
p
j1017 eV ∼ 1.5×

1044fpγ;−1 ergMpc−3 yr−1. This implies that the required
CR loading factor is ξcr ∼ 50–500, while the CR loading
factor to explain UHECRs is ξcr ∼ 3–50 or even lower. In
our simple setup, where fcov ¼ 0.1 for the BLR and ξcr ∝
L0
rad are assumed, the former large values lead to over-

shooting the observed UHECR flux. Hence, the simple
model considered here has difficulty in explaining the
neutrino and UHECR data simultaneously, but more
complicated models might work. For example, CRs could
lose their energies via energy losses such as adiabatic
cooling before leaving the sources. Or the CR spectrum
may be convex, or the maximum energy may be lower [73].
Second, if ξcr somehow increases as Lrad, one could have
higher neutrino fluxes from QHBs without increasing the
UHECR flux. Third, possibly, fpγ may be higher due to
uncertainties of n̂BL and rBLR, and ξcr can be slightly
smaller. Although values of fcov ≳ 0.5 seem unlikely, more
detailed measurements of n̂BL and rBLR with multiwave-
length observations of FSRQs are relevant.
While the inner jet model with a power-law CR proton

spectrum faces a couple of difficulties to consistently explain
the IceCube neutrino signal, it does suggest that radio-loud
AGN are promising sources of 0.1–1 EeV neutrinos (see
Figs. 13, 14, 15, and 16). In particular, for ξcr ¼ 3 and

FIG. 13 (color online). Cumulative neutrino background from
radio-loud AGN in the blazar sequence model. The CR spectral
index s ¼ 2.3, and the CR loading factor ξcr ¼ 100 (thick) and
500 (thin). Note that the former value is motivated by the AGN-
UHECR hypothesis, where the CR energy injection rate is
normalized by the observed UHECR energy generation rate.
The atmospheric muon neutrino background is also shown
(dotted dashed).

FIG. 14 (color online). Same as Fig. 13, but for s ¼ 2.0. Here
ξcr ¼ 3 (thick), and ξcr ¼ 50 (thin). Note that the former value is
motivated by the AGN-UHECR hypothesis.
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Blazars as UHECR Sources?

KM, Inoue & Dermer 14 PRD

• FSRQs: efficient n production, UHECRs largely destroyed
• BL Lac objects: less efficient n production, UHE nuclei survive

- PeV-EeV n: pg w. BLR & dust-torus photons → unique prediction
- UHECR-blazar model  → EeV n detectable by next-generation n detectors

(being tested by IceCube & Auger)
- UHECRs should be isotropized in lobes/clusters/filaments (KM, Dermer+ 12)

Lcr/Lg=50 
(IceCube norm.)

Lcr/Lg=3
(UHECR norm.)

s=2.0
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“Hotspot” update from 11 years of data

UHECR Hotspot Observed by the TA K. Kawata

Figure 1: (a) A significance map of the UHECR events with E > 57 EeV for 11 years of TA data (May 2008
- May 2019) in the equatorial coordinates. Events are smoothed by 25◦ oversampling radius circle, which is
defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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Ap. J., 790, L21(2014)
E > 57 EeV (Observed 72 events)
20o over-sampling circle
19 events fall in “Hotspot” centered at (146.7o, 43.2o)
(Expected = 4.5 events)
local significance 5.1σ, post trial significance 3.4σ 

Hotspot from 11 years of TA SD data, from May 11, 2008 to May 11, 2019

E > 57 EeV, in total 168 events
38 events fall in Hotspot (α=144.3o, δ=40.3o, 25o radius, 22o from SGP), expected=14.2 events   
local significance = 5.1 σ, chance probability → 2.9σ
25o over-sampling radius shows the highest local significance (scanned 15o to 35o with 5o step)
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defined in this paper. (b) A significance map of the UHECR events with E > 57 EeV for events observed in
the 1st 5 years of TA data (May 2008 - May 2013). Events are smoothed by 20◦ oversampling radius circle
according to our original paper [4]. The solid curves indicate supergalactic plane (SGP) and the galactic
plane (GP).

Figure 2: Number of cumulative events of the hotspot region (Red curve), and cumulative background
events (Blue curve), respectively, above 57 EeV. The green and yellow shaded areas show ±1σ and ±2σ
deviations from the rate of data observation respectively, assuming a linear increase in rate.

approximately double statistics of the first 5-year observation. These events are summed over dif-
ferent five oversampling radius circles, 15◦, 20◦, 25◦, 30◦, and 35◦. The centers of tested directions
are on a 0.1◦×0.1◦ grid in the equatorial coordinates. We then search for the maximum significance
over all grid points and five oversampling radius circles. We found the maximum significance of
5.1σ at a position R.A.=144.3◦, and Dec.=40.3◦ with 25◦ oversampling radius circle. The chance
probability of the 11-year hotspot in an isotropic sky is estimated to be 2.1×10−3 (2.9σ ). Figure 1
(a) shows the significance maps of the UHECR events with E > 57 EeV for 11 years with 25◦

radius circle, compared with our previous result for the 1st 5 years of data with 20◦ shown in Fig.1
(b) [4]. The 11-year hotspot looks larger size than the 5-year hotspot (the number of background
events in 25◦ radius circle is 50% higher than that of 20◦ radius circle). It has extended all the way
to the supergalactic plane (SGP), and is irregular in shape. Therefore a circular oversampling shape
is not really appropriate. In that case, the significance of such an excess might be underestimated.
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Original hotspot reported in 2014, 
from 5 years of data

Auger hot spot:
~3.9s around Cen A (w. 28 deg)
TA hot spot: 
~2.9s (w. 25 deg)
Auger cross correlation:
starburst galaxies
(massive stellar deaths) ~4.5s
g-ray emitting AGN ~3.1s

Auger@ICRC19
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the maximum energy of the ions that can be accelerated by the shell
is (Drury 1983)

εmax(t) ≃ 3
20

· Z · e · B · Rs · Vs

c

≃ 1.6 × 1017 Z ϵB,−2 (SFR4 · Eej,51)3/5ρ
−1/10
0,−21 t

−1/5
Myr eV, (8)

where ϵB,−2 = ϵB/0.01 and Z is the atomic number of ions. Thus,
from this simple analysis we demonstrate that the maximum energy
of an ion that can be accelerated by such a bubble is above 100 PeV,
assuming characteristic parameters are set to 1.

One thing worth noticing is that ϵB here has considerable
uncertainties, which should be studied in a case-by-case basis. If
both the upstream and downstream magnetic fields at present are
known for a specific case, then ϵB can be obtained by normalizing
the calculations to the known value at the current epoch, and the
efficiency can be fixed and applied to earlier epochs. However, for
simplicity and generality, ϵB = 0.01 is used in this and following
sections.

For the SNRs, since they lack any other kinetic energy input after
the initial explosion, the conservation of momentum can be applied
to calculate the dynamics after the bubble leaving the adiabatic
phase, when the thick shell of the bubble begins to cool down
and is compressed into a thin one (Zeldovich & Raizer 1966),
‘snowploughing’ the newly swept ISM gas. For an SN-driven
superbubble, however, there is still a constant energy input after
the shell leaves the adiabatic phase, provided the source lasts long
enough. Thus, except that the thick shell has been compressed into
a thin and cold one, the dynamics is similar to that in the adiabatic
phase:

Rs(t) = 0.76 ·
(

L0

ρ0

)1/5

t3/5. (9)

The only difference between equations (9) and (4) is the prefactor,
which changes from 0.88 to 0.76. The discontinuity between the
equations can be interpreted as the compressing of the bubble shell.
In this paper, we use equation (4) as the reference for the bubble
propagating in a constant density profile, since it is consistent with
the assumptions and calculations of the Kompaneets’ approach to
the dynamics of shocks propagating under various density profiles.

In the above calculations, we have assumed that the energy input
is constant in time. More realistically, the energy input may decline
gradually towards later epochs; however, such a drop of the energy
input does not have a substantial effect on the solutions for the
constant density profile case. For density profiles that vary, however,
the solutions can break down (Basu et al. 1999). We discuss this in
some more detail in Section 4.1.

3.2 Vertically exponential decay: exp (−|z|/H)

This is the scenario that Kompaneets initially considered (Kom-
paneets 1960). In this case, ρ(z) = ρ0 exp (−|z|/H) = ρ0F(z),
where ρ0 is the central plane gas density and H is a characteristic
scale height (e.g. the scale height of the Galactic disc). There are
three fundamental assumptions in Kompaneets’ solutions: (i) the
pressure inside the bubble is uniform (isobaric) and dominant over
the external pressure; (ii) the mass swept up by the shock is trapped
in a thick shell following the shock; and (iii) each element of the
shell is moving along the direction of the force behind it (e.g. each
element is moving vertically to the tangent plane cutting the element
on the shell). Thus, the evolution of a shock (shell) front generated
by a point energy source can be represented by a function f(x, y, z,

. . . ; t) = 0 (Kompaneets 1960). Since the density decreases along
z (and negative z) direction, it is easier to describe the dynamics in
a cylindrical system of coordinate (r, z), where z is perpendicular
to the stratification plane. The dependence on azimuthal angle can
be ignored because the solution is symmetric around the z-axis.
Therefore, the evolution of a shock front generated by a point
explosion can be described by a function f(r, z, t) = 0 (Olano
2009).

At the shock (shell) front, df/dt = 0; hence, (∂f /∂r)(dr/dt) +
(∂f /∂z)/(dz/dt) + ∂f /∂t = v · ∇f + ∂f /∂t = 0, and based on
the assumption that v and ∇f are parallel vectors,

v = |v| = −∂f /∂t

|∇f |
. (10)

By further assuming that the equation f(r, z, t) = 0 has a solution
such that r depends on z and t explicitly, then r = g(z, t) and f(r, z,
t) = r − g(z, t) = 0. Thus, ∂f/∂z = −∂g/∂z = −∂z/∂z and ∂f/∂r =
1, and

|∇f | =

√(
∂f

∂r

)2

+
(

∂f

∂z

)2

=

√

1 +
(

∂r

∂z

)2

, (11)

which leads to
(

∂r

∂t

)2

− v2

[
1 +

(
∂r

∂z

)2
]

= 0. (12)

Since the internal pressure is assumed to be uniform and dominant
over the external pressure, the velocity of the shock can be obtained
using the strong shock conditions

v =

√
γad + 1

2
P (t)
ρ(z)

(13)

and the pressure is related to the thermal energy as

P (t) = (γad − 1)
Eth

V (t)
, (14)

where γ ad is the adiabatic index (we use 5/3 in this paper) and Eth is
the thermal energy inside the bubble, and V(t) is the bubble volume.
Thus, the velocity of the shock (shell) front can be written as

v2 = Eth(γ 2
ad − 1)

2ρ0V (t)
F (z)−1, (15)

which can then be inserted into equation (12) to solve r.
However, it is hard, if not impossible, to solve equation (12)

explicitly; thus, Kompaneets used an intermediate factor y to solve
the equation (e.g. Kompaneets 1960):

y =
∫ t

0

(
Eth(γ 2

ad − 1)
2ρ0V (t)

)1/2

dt (16)

with the help of which
(

∂r

∂y

)2

− F (z)−1

[
1 +

(
∂r

∂z

)2
]

= 0, (17)

which has a solution

r(z, y) = 2H arccos
[

1
2

exp
( z

2H

)

×
(

1 − y2

4H 2
+ exp

(
− z

H

))]
. (18)

Equation (18) depends explicitly on z, the vertical component
in cylindrical coordinate, and y, a factor that includes all other
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Figure 2. Plots of cumulative escaping CR spectra for four power-law density profiles: the top-left, top-right, bottom-left, and bottom-right plots are vertically
decaying with γ = 1, 2 and radially decaying with γ = 1, 2.

60 kpc, respectively, resembling the approximated disc radius and
gaseous halo extension of the MW. The exact values can always be
adjusted for systems of interest, and we normalize the total mass
to the same value for different systems simply for more coherent
comparisons. The cumulative escaping CR spectra are shown
in Fig. 2.

As shown in Fig. 2, these four power-law cases resemble each
other at early epochs, they all mimic initially the constant solutions,
but they begin to behave differently at later ages. This is expected
because at early times densities do not vary much for all cases; thus,
they resemble the constant density profile. However, at later times
the densities vary with respect to the density profiles, resulting in
distinct spectra. After comparing the top two escaping CR spectra
with the bottom two, we notice that for power laws decaying along
vertical directions, the spectra resemble the exponential case: the
spectra peak at certain energies according to the time-scales up to
which they are integrated. However, for the bottom two spherical
cases, they resemble the constant density profile, in that they seem
to converge to the Sedov–Taylor scenario at later epochs gradually.
The results also show that the top two cases can produce escaping
CRs over more extensive energy ranges, while the bottom two have
narrower ranges. This arises from the choice of cut-off points of
the calculations. In this demonstration, the calculations are cut off
according to time-scales that are fixed across different scenarios for
coherent comparisons. However, if the calculations are integrated to
a larger time-scale (physically still within the halo volume assumed),
the top two cases would have broader spectra, while the bottom
two continue to converge more obviously to the Sedov–Taylor
scenario.

From another perspective, if grouped by indices, the results show
that the γ = 1 cases can accelerate CRs to higher energies than
the γ = 2 cases. At first glance, this is surprising because we
expect that a lower ambient density is more favourable for higher
energy CRs since the shock can propagate faster. This is caused
by the normalization used to derive the central density ρ0 in the
calculations. Since we normalize all of these density profiles to a
fixed total gas mass, the central densities are lower in the γ = 1
cases than γ = 2 cases. Meanwhile, as shown in the plots, most
of the higher energy escaping CRs are produced at early epochs
when the shock has not moved far away from the centre. Thus,
the ambient gas densities can be approximated as the central gas
densities. On the other hand, εmax can be shown to be ∝ ρ

−1/10
0 at

early epochs; thus, a lower central density (γ = 1) can produce
higher energy CRs than a high central density case (γ = 2). This
comparison can be applied to all four cases since the total mass is
normalized to the same value. It can be shown that ρ0,z,1 < ρ0,z,2 <

ρ0,r,1 < ρ0,r,2 (normalized central densities for vertical power-law
cases with γ = 1 and 2, and spherical power-law cases with γ = 1
and 2); thus, the maximal escaping energies for these four cases are
reversely ordered, which is shown in Fig. 2. The jitters in the plots
are an artefact due to the binning strategies used, which only lead
to trivial changes to the results.

It is worth noting that for density profiles that qualitatively
resemble either a constant or an exponential profile, the escaping CR
spectra can behave in an accordingly similar manner. For example,
density profiles decaying along one direction (spherically) would
produce a similar escaping CR spectrum as that of an exponential
(constant) case. Thus, a complicated system can be simplified into
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Figure 3. CR fluxes calculated from three parameter sets. The black and
grey data are the observed CR overall spectrum, the orange dashed line is
the CR flux calculated for parameter set 1, the green dotted line is that
for parameter set 2, and the purple solid line is that for parameter set
3. The red, round and blue, square data points are hydrogen and helium
nucleus components of CRs above the knee from KASCADE-Grande (Apel
et al. 2013). Rest of the shown data are taken from the following sources:
AKENO, 1992, All: Nagano et al. (1992); EAS-TOP, 1999, All: Aglietta
et al. (1999); HiRes-II, 2008, All: Abbasi et al. (2008); Tibet-III, 2008,
All: Amenomori et al. (2008); Yakutsk, 2009, All: Ivanov, Knurenko &
Sleptsov (2009); KASCADE, 2011: Finger (2011); GAMMA, 2014, All:
Ter-Antonyan (2014); AUGER, 2017, All: Fenu et al. (2017); TALE, 2018,
All: Abbasi et al. (2018).

for parameter set 1, the green dotted line is that for parameter set
2, and the purple solid line is that for parameter set 3. The red,
round and blue, square data points are proton and helium nucleus
components of CRs measured above the knee by the KASCADE-
Grande (e.g. Apel et al. 2013). The unfilled blue data points are
proton and iron components measured by the KASCADE (e.g.
Finger 2011). The black and grey data points are measurements
of all particle CRs by different experiments.

As shown in the figure, parameter set 1 is able to reproduce
well the decrease of the H and He CR components from ∼1016.5 to
∼1017 eV with index sp = 2.05. The conventional theory considers
that the first knee of the CR spectrum is the result of Galactic SNe
that accelerate different nuclei to different maximum energies that
are proportional to the atomic numbers of the nuclei. Thus, light
elements, such as H and He, would not be able to obtain energies
much above the knee, leading to the decline of the light-element
abundance after the knee. However, even though SNRs are believed
to be able to accelerate protons up to a few PeV, they have not
been observed to be PeV accelerators of CR protons (so-called
Pevatrons) (e.g. Fujita et al. 2017). Our model (parameter set 1)
demonstrates that the SF activity that produced our possible Galactic
superbubble can provide a potential alternative for accelerating light
elements above the knee, which is consistent with the argument
of Murase & Fukugita (2019) (see their equation 29). This is
the reason why we choose parameter set 1 as a specific case to
study here.

The KASCADE-Grande observations show that there is an
increase of H and He abundance in the CRs after ≥1017 eV, which is
puzzling, and many models have been proposed to solve it (e.g. Apel
et al. 2013). It is the general belief that CRs above the second knee
are produced extragalactically (e.g. Aloisio et al. 2007; Kampert &
Unger 2012; The Pierre Auger Collaboration 2017). Our bubble
model (with parameter set 3), indicated by the purple solid line,
demonstrates that the source that produced our Galactic superbubble

can generate also such an increase of light elements at these energies
in the observed CR flux. The spectral index is sp = 2.40, the steepest
value in the range. Parameter set 2 is an intermediate case used to
demonstrate that it is possible for a single parameter set to produce
both the light CRs below and above 1017 eV. The spectral index in
this case is sp = 2.20.

5.2 Discussion

In this section, the proton acceleration efficiency (ϵp) was fixed at
0.01 when performing the calculations. As shown in Fig. 3, with a
spectral index sp = 2.4 and ϵp = 0.01, the calculated CR flux can
reproduce the rise in the detected light elements above the second
knee without overshooting the observations. To make the entire
calculation consistent, ϵp is fixed and the spectral index is varying.
In the same plot, the required spectral index for parameter set 1 is
sp = 2.0 at ϵp = 0.01. However, since the escaping CR spectra do
not change much for slightly different parameters (as discussed in
Section 4), a similar result for parameter set 1 can be obtained by
using a different set of sp and ϵp, e.g. sp = 2.4 and ϵp = 0.1. Thus,
there exists a degeneracy in the choice of variables for parameter set
1 (and similarly for parameter set 2). This degeneracy does not exist
for parameter set 3 because either an increase in the acceleration
efficiency or a decrease of the spectral index will boost the CR flux,
overshooting the observations.

The CR halo size is assumed to be greater than the size of
our superbubble when equation (30) is used. However, given the
observational uncertainties, the CR halo size could be as large as
15 kpc, or as small as 0.3 kpc (e.g. Protheroe 1982; Moskalenko &
Strong 1998; Delahaye et al. 2010; Blum, Katz & Waxman 2013).
If the CR halo size is less than the size of the superbubble, a
fraction of produced CRs will escape freely from the halo, leading
to a reduction in the calculated CR flux at the Earth. This can
be estimated from the ratio of the time-integrated area within CR
halo size to the total time-integrated area of the superbubble. For
example, a halo size of 0.65 kpc causes a reduction of the calculated
CR flux by ∼90 per cent. Hence, ϵp ∼ 0.1 is needed to obtain the
same level of observed CR flux.

The main purpose of this work is to calculate the flux of the
escaping CRs. The confined CRs that remain in the bubble carry
a larger amount of energy than the escaping ones, although the
individual CRs themselves have lower energies than the observed
escaping CRs. If the trapped CRs eventually diffuse out from
the superbubble, they would become observable. However, at the
energies we are interested in, ∼1017 eV, we find that the CR flux
is dominated by escaping CRs. An approximate calculation shows
that the flux of trapped CRs, if they escape without energy losses, is
∼10−8 GeV s−1 cm−2 sr−1, which is less than the observed escaping
CR flux at this energy level. In reality, they are also subjected to
adiabatic losses due to the expansion of the superbubble before
they escape. Furthermore, we note that the CRs need to leave the
superbubble to contribute to the CR flux observed on the Earth.
The nominal size of the bubble used in our calculation is 10 kpc,
implying that the bulk portion of the bubble is above the galactic
disc. Although we do not calculate the bubble propagation in the
galactic disc, the gas distribution in the disc has a much larger
density than in the gas halo, and the disc gas pressure has a much
greater resistance for the bubble propagation along the horizontal
direction. Thus, given for a roughly constant distribution of the gas
in the galactic disc, through equation (5) it can be shown that the
bubble would not advance more than about 4 kpc from the GC, i.e.
it stops far from the Earth.
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Possibly ~1020 eV by scaling up Milky-Way-like galaxies? – under debate
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mate), we have

"max
p ⇡ (3/20)eBjR ' 1.6 EeV ✏1/2B,�2L

1/2
j,43✓

�1
j,�1, (5.2)

so that & 100 PeV protons may be accelerated by the weak jets. Note that such a low-
power jet forms a bubble inside the intergalactic medium, and it will take many years
to penetrate the host galaxy. In addition, recent observations have shown that fast out-
flows from AGN are ubiquitous [88–90]. The kinetic luminosity of such presumably disk-
driven winds (Lw) is ⇠ 1–10 percent of the AGN radiation luminosity, and cosmic rays
may potentially be accelerated. At the dissipation radius R ⇠ 100 pc, the outflow ve-
locity is of the order of Vw ⇠ 1000 km s�1 [88]. This leads to a magnetic field Bw =

(2✏BLw/(R2Vw))1/2 ' 0.46 mG ✏1/2B,�2L
1/2
w,44(R/100 pc)�1(Vw/1000 km s�1)

�1/2
. Then, as-

suming the first-order Fermi acceleration mechanism at shocks, the maximum energy is esti-
mated to be

"max
p ⇡ (3/20)(Vw/c)eBwR ' 21 PeV ✏1/2B,�2L

1/2
w,44(Vw/1000 km s�1)

1/2
. (5.3)

In both the jet and wind cases, ⇠ 10–100 PeV protons may be produced, where SF-AGN
could be sources of PeV neutrinos. Note that a lot of possibilities have been suggested but
they are not mutually exclusive. Possibly, if we consider transients, one source class could
be the origin of cosmic rays from GeV to ultrahigh energies [16]. Our results are useful even
in this case.

5.2 Cosmic-ray confinement

Even if the maximum proton energy somehow achieves ⇠ 100 PeV at the sources, there
remains a theoretical question whether it is possible to trap ⇠ 100 PeV cosmic rays in the
galaxies. The criterion is basically determined by comparing the pp cooling time (tpp) and
cosmic-ray escape time (tesc). The pionic loss time is given by tpp ⇡ 2.7 Myr ⌃�1

g,�1 (h/kpc),
where ⌃g is the column density and h is the scale height. The escape time depends on prop-
erties of magnetic fields. If cosmic rays are well-trapped in the fluid, their escape is governed
by advection losses via starburst-driven or AGN-driven outflows. Using the wind velocity
Vw, the advection escape time is estimated to be tadv ⇡ h/Vw ' 0.98 Myr (h/kpc) V �1

w,8.
However, especially at high energies, the di↵usion escape is expected to be more impor-

tant. Here, we rely on the analogy with the di↵usion model for the MW. To be consistent with
�SB = 2.2 and �NG = 2.7 in our canonical model, let us consider �CR = 0.5 as an example (see
ref. [15] for the Kolmogorov case). The confinement of 100 PeV protons requires the critical
energy of "c = eBlcoh > 100 PeV, leading to the coherence length lcoh & 0.34 pc B�1

�3.5"p,17.

The di↵usion coe�cient at "c is Dc = (1/3)lcohc, so we have D = Dc("p/"c)
�
CR for "p < "c.

For the MW, the di↵usion coe�cient at GeV is D0 ⇠ 1028 cm2 s�1. Magnetic fields of star-
bursts can be ⇠ 100 times higher, where one may naively expect D0 ⇠ 1027 cm2 s�1. But
it turns out to be insu�cient, since this value is too large for cosmic rays to get confined.

In principle, D0 can be as low as D0 & 1024 cm2 s�1 B�1/2
�3.5 . Thus, assuming �CR = 0.5 and

D0 ⇠ 1025 cm2 s�1 optimistically, the di↵usion escape time is estimated to be

tdi↵ ⇡ h2

4D
' 0.75 Myr D�1

0,25 "�1/2
p,17

✓
h

kpc

◆2

. (5.4)

Then, for proton spectra, one would expect a spectral break at "bp ⇠ 7.7 PeV D�2
0,25⌃

2
g,�1

· (h/kpc)2 if tpp < tadv. If tadv < tpp, we have "bp ⇠ 59 PeV D�2
0,25V

2
w,8(h/kpc)
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n(E) ∝ td ∝ E-2 in burst caseThe Astrophysical Journal, 748:9 (10pp), 2012 March 20 Takami & Murase

& Takami 2009)

ns(E)
τmax(E)

! ρs ! ns(E)
τmin(E)

. (7)

Here, ns(E) can be, in principle, estimated from anisotropy
in the arrival distribution of UHECRs (e.g., Yoshiguchi et al.
2003; Takami et al. 2006; Takami & Sato 2009; Cuoco et al.
2009), assuming that the time spread is longer than the UHECR
observation timescale.

However, one should keep in mind that Equation (6) is valid
when each UHECR burst can be individually identified as a
burst (Murase & Takami 2009). If more than one bursts or flares
occurring in an angular patch contribute to UHECRs observed in
the same time-window, i.e., the time profiles of two independent
UHECR bursts from the same direction (within the size of the
angular patch) are overlapped at the Earth, Equation (6) cannot
be used as it is. Therefore, one has to focus on UHECRs with
higher energies to examine cases where τ (E) is shorter than
the apparent time interval between bursts or flares occurring
in the same angular patch, ∆T . In reality, UHECRs have finite
deviation angles due to cosmic magnetic fields, so UHECRs
from a source arrives within a finite solid angle ∆Ω = πψ2

around the source, which can be regarded as the appropriate
size of the finite angular patch. For a given ρs , the apparent
time interval between bursts in the region of the sky with ∆Ω is
estimated to be

∆T ∼ 3

∆ΩDmax(E)3ρs

∼ 3 × 105ψ5
−2ρs,0

−1

×
(

Dmax(E)
75 Mpc

)−3

yr, (8)

where ψ5 ≡ ψ/5◦ and ρs,0 = ρs/100 Gpc−3 yr−1. We take
the typical positional correlation scale as ψ , and use ψ ∼ 5◦

as a reference choice, which corresponds to Beffλeff
1/2 !

2 nG Mpc1/2. This is reasonable, since this is consistent with the
effective EGMFs estimated in the last subsection and a current
upper limit of the void EGMF from a plausible cosmological
model is 2.5 nG for λv = 1 Mpc (Yamazaki et al. 2010), but
more conservative discussions with larger values of ψ are also
possible. Equation (8) implies that a smaller ∆Ω gives larger
∆T , but ∆T should be limited to the burst/flare intermittence in
a host galaxy, ≈nh/ρs , where nh is the number density of host
galaxies of UHECR sources. In other words, ∆Ω smaller than
the corresponding lower limit is meaningless, at which one host
galaxy should exist in a volume with a solid angle ∆Ω within
Dmax(E).

We call the case “bursting case” when only one burst or
flare contributes to arriving UHECRs at a time in a direction,
i.e., τ (E) < ∆T . Then, the requirement τ (E) < ∆T gives a
sufficient condition to apply Equation (6), which leads to

ns(E) ! 3 × 10−4ψ5
−2

(
Dmax(E)
75 Mpc

)−3

Mpc−3 (9)

using Equation (6). As demonstrated in Figure 2, the range of
ns(E), in which Equation (6) can be applied, is extended to larger
ns(E) at higher energies, because the smaller number of sources
contributing to the observed flux decreases the probability that
two bursts are temporally overlapped in a region of the sky
(see also Equation (8)). Thus, we especially focus on cases of
E ∼ 1020 eV to demonstrate constraints on ρs in Sections 3
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 19.6  19.8  20  20.2  20.4

n s
(E

) [
M

pc
-3

]

log10(E [eV])

Bursting case <1 source
within Dmax(E)

ρs = 1 Gpc-3 yr-1

ρs = 102 Gpc-3 yr-1

Figure 2. Diagram of how transient UHECR sources are observed by UHECR
experiments. In the region below the upper solid line each, UHECR burst is
observed with spatial and temporal separation, i.e., Equation (6) is valid. This
case is called “bursting case” in this paper. Note that ψ = 5◦ is assumed.
In the region below the lower solid line, there is no UHECR source within
Dmax(E). The relation between the apparent source number density ns (E) and E
is demonstrated (dashed lines) for ρs = 1 Gpc−3 yr−1 and ρs = 102 Gpc−3 yr−1

in the case where an EGMF in filamentary structures dominantly affects the
propagation of UHECRs, i.e., Beffλeff

1/2 ∼ 0.3 nG Mpc−3. The curve in the
case of ρs = 102 Gpc−3 yr−1 is saturated at nh, which is assumed to be
10−4 Mpc−3.
(A color version of this figure is available in the online journal.)

and 4, although discussions are general for other E. Note that,
although we fix ψ here even at higher energies, smaller values
of ψ are expected there, so that the extension of the curve to
higher energies would be more easily justified.

On the other hand, if τ (E) > ∆T , another UHECR burst may
start to contribute before the end of the former UHECR burst is
observed, and Equation (8) implies

ρs " 3 × 105 ψ5
−2

τ (E)

(
Dmax(E)
75 Mpc

)−3

Gpc−3 yr−1. (10)

Since ns(E) can be determined by autocorrelation analysis,
Equation (6) enables us to estimate ρs from observational
quantities, if τ (E) can be evaluated by EGMF simulations and
observations. Importantly, ns(E) has the characteristic energy
dependence, which is demonstrated in Figure 2. Here, only the
case where the EGMF in filamentary structures affects the time
spread of UHECR bursts is considered for demonstration, i.e.,
Beffλeff

1/2 ∼ 0.3 nG Mpc−3. Two representative cases for ρs are
shown, i.e., ρs = 1 Gpc−3 yr−1 and 102 Gpc−3 yr−1. One sees
that ns(E) changes by more than one order of magnitude when
E increases by the cubic root of ten. This means that anisotropy
features are different among energies. Thus, observations of
UHECRs above 1020 eV are crucial to identify this tendency
clearly. Future UHECR experiments with large exposure may
detect a large number of the highest-energy events and allow us
to determine the dependence of ns(E).

Now, remember that, even if ψ was small, ∆T would be
limited by nh/ρs . In other words, ns(E) must not be larger
than nh, and thus the curve of ns(E) may be saturated. This
situation is also demonstrated, assuming nh = 10−4 Mpc−3,
which is comparable to the local number density of FR I galaxies
(Padovani & Urry 1990). In the case of ρs = 102 Gpc−3 yr−1,
the curve of ns(E) is saturated and then becomes flat at low
energies. Thus, the number density of host galaxies could also
be estimated if such a saturated curve is seen. Note that nh

4

Source density is high if the effective EGMF strength is not strong
Transients: source density can be high & energy dependent

no constraint
(source confusion)

absence of small-
scale anisotropy
(for protons)

Kashti & Waxman 08 JCAP 
Takami & Sato 09 Aph
Auger 13 JCAP
Takami, KM & Dermer 16 ApJ

ns > 10-5-10-4 Mpc-3 

Takami & KM 12

7

FIG. 5: Allowed region in EGMF strength and local density for three scenarios: EGMF only (left panel), EGMF and the full GMF
(middle panel), and EMGF + only the regular GMF (right panel), where the GMF is fixed within each panel. By comparing our
results with the results obtained by Auger, we represent the regions that are N� away from the Auger results. The number of
sigma is obtained using the square root of �2 for two degrees of freedom. The best-fit point of each specific scenario is indicated
by the star. We also denote the local densities corresponding to spiral galaxies and to star-forming galaxies of a certain mass [33],
including the 5� lower limit on B̃ for this source density for each specific scenario.

larger. Moreover, we also observe a systematic shift in the
position of cosmic rays produced by the two sources lo-
cated furthest from the Galactic plane, namely NGC 253
and M83. The association with these sources is therefore to
some extent lost, since cosmic rays are no longer distributed
symmetrically around their source positions, with the cen-
tres of the arrival-direction distributions instead shifted in
the direction of the Galactic plane.

The results of full scans over B̃ and ⇢
0

for three di↵er-
ent scenarios are shown in Fig. 5. The level of agreement
obtained from a comparison of the model-predicted corre-
lation with that actually measured by Auger (see Sec. IID)
are shown. In the same figures we also indicate the typ-
ical local densities expected for spiral galaxies and star-
forming galaxies [33]. The limits and best-fit points that
are obtained for the three di↵erent scenarios are given in
Table III.

In the left-hand panel of Fig. 5 we report the results
obtained adopting only an extragalactic magnetic field (ig-
noring any Galactic magnetic field e↵ects). In the mid-
dle panel the results are reported for deflections in both
the EGMF and the GMF (full JF12 model [18, 19]). The
GMF produces a strong coherent deflection of the cosmic
rays away from their source positions, requiring a reduced
level of deflection by the extragalactic magnetic field, com-
pared to the EGMF only case, in order to be in agreement
with the Auger results. The results in the right-hand panel
di↵er from the results obtained for the EMGF + GMF sce-
nario shown in the middle panel, in that the GMF model
employed now only contains the regular components of the
JF12 model, with the random components of the GMF
model being left out. The e↵ect of the regular GMF compo-
nents is to shift the arrival directions away from the source
position in specific directions, while the random compo-
nents ’spread out’ the deflections in all directions.

Fixing the local density to the local density of star-
forming galaxies we find a 5� lower limit on the local
EGMF, for one degree of freedom, for all three scenarios
(see Table III). In this case, the scenario with the complete
GMF model provides the most conservative lower limit

(B̃ > 0.64 nG Mpc1/2) as there the cosmic-ray deflections
are the largest. Additionally, considering the full range for
⇢
0

, the best-fit points are indicated for all three scenarios.
In all three cases we find a local density close to or even
larger than that of spiral galaxies. Regarding only the 90%
confidence level region, upper bounds on both the EGMF
strength and the local source density are obtained again for
all three scenarios. The most conservative upper bounds
are from the scenario without a GMF (B̃ < 24 nG Mpc1/2

and ⇢
0

< 9.0 · 10�2 Mpc�3) as there the total deflections
are the smallest.

Furthermore, in the EGMF only scenario, an anti-
correlation between the local density and the EGMF
strength is observed. Such a relation is expected since
a larger local-density value increases the number of con-
tributing sources, which reduces the anisotropy level. Like-
wise, weaker EGMFs lead to smaller deflections, which
increases the anisotropy level. A similar anisotropy level
is, therefore, maintained through the source density and
EGMF strength changing in a reciprocal manner. In the
scenarios with GMF deflections, the anti-correlation be-
tween B̃ and ⇢

0

is less visible since, for large values of ⇢
0

,
the GMF alone already deflects the UHECRs su�ciently
to agree with the Auger results.

Although our results are applicable for the UHECR spec-
tra and composition scenario provided in Table I, consid-
eration of the consequences of a departure of this assump-
tion provides insight. As was found in Ref. [50], a negative
evolution scenario (or a local source overdensity such as in
Ref. [51], which e↵ectively operates in this way) allows con-
siderably softer source spectra. A scenario in which local
< 20 Mpc sources with softer spectra than those consid-
ered here dominate the UHECRs for E > 38 EeV, could
therefore also provide agreement with the Auger results.
Since such a case would require even stronger local mag-
netic fields than those found here in order to ensure su�-
cient cosmic-ray isotropisation from such local sources, the
lower bound on the EGMF that we have found can be con-
sidered conservative.

In App. A we also show the results for a di↵erent compo-

van Vilet+ 21



SN 2012ap in the X-rays 3

FIG. 2.— Kinetic energy profile of the ejecta of ordinary type Ibc SNe (red) and E-SNe, a class of explosions that includes GRBs (blue), sub-E GRBs (light-
blue) and relativistic SNe (orange). Squares and circles are used for the slow-moving and the fast-moving ejecta, respectively, as measured from optical and
radio observations. The velocity of the fast-moving ejecta has been computed at �t = 1d (rest-frame). Black solid lines: ejecta kinetic energy profile of a pure
hydrodynamical explosion (Ek / (��)-5.2, Tan et al. 2001), and for explosions powered by a short-lived (Ek / (��)-2.4) and long-lived (Ek / (��)-0.4) central
engine (Lazzati et al. 2012). Open black circles identify explosions with broad-lined optical spectra. The purple arrow identifies the direction of increasing
collimation of the fastest ejecta. SN 2012ap bridges the gap between cosmological GRBs and ordinary SNe Ibc. Its kinetic energy profile, significantly flatter
than what expected from a pure hydrodynamical explosion, indicates the presence of a central engine. References: Margutti et al. (2013a) and references therein;
Horesh et al. (2013); C14; M14.

4. SN 2012AP IN THE CONTEXT OF ENGINE-DRIVEN EXPLOSIONS

The radio observations of SN 2012ap are well modeled
by synchrotron emission arising from the interaction of the
SN shock with the environment (C14). C14 derive Ek =
(1.6±0.1)⇥1049 erg carried by mildly relativistic ejecta with
velocity v ⇠ 0.7c at �t = 1d. By modeling the observed
optical emission, M14 infer Ek ⇠ 1052 erg in slow moving
(v ⇡ 20000kms-1) material. These two values define an Ek
profile significantly flatter than what expected in the case of a
pure hydrodynamical collapse (Ek / (��)-5.2, e.g. Tan et al.
2001), thus pointing to the presence of an engine driving the
SN 2012ap explosion (see Fig. 2).

Engine-driven SNe (E-SNe) constitute a diverse class of ex-
plosions that includes relativistic SNe, sub-E GRBs and or-
dinary GRBs. SN 2012ap is intermediate between ordinary
non-relativistic SNe and fully relativistic GRBs and falls into
a region of the parameter space populated by sub-E GRBs and
the other known relativistic SN, SN 2009bb (Fig. 2)9. With
reference to figures 3 and 4 we find that:

• The radio luminosity of SN 2012ap and sub-E GRBs is
comparable. SN 2012ap is significantly more luminous
than ordinary Ic SNe at the same epoch, and even more
luminous than the sub-E GRBs 100316D and 060218
(Fig. 3, right panel). With Ek ⇠ 1052 erg and evi-

9 The relativistic nature of SN 2007gr has been questioned by Soderberg
et al. (2010a) and it is not included here. See however Paragi et al. (2010).

dence for broad spectral features (M14), the properties
of SN 2012ap in the optical band are also reminiscent
of the very energetic SNe associated with sub-E GRBs
and ordinary GRBs.

• At �t ⇠ 20d, the X-ray emission from SN 2012ap is
however a factor � 100 fainter then the faintest sub-E
GRB ever detected, GRB 980425 (Fig. 3, left panel).

• Along the same line, from C14, the prompt �-ray en-
ergy released by the SN 2012ap explosion is E�,iso <
1047 erg, a factor � 10 fainter then the faintest sub-E
GRB 980425 (Fig. 4).

Relativistic SNe and sub-E GRBs are thus clearly distin-
guished in terms of their high-energy (X-rays and �-rays)
properties. The different level of X-ray emission between rel-
ativistic SNe and sub-E GRBs cannot be ascribed to beam-
ing of collimated emission away from our line of sight. Ra-
dio observations of sub-E GRBs support the idea of quasi-
spherical explosions (e.g. Soderberg et al. 2006a, Margutti
et al. 2013a), while there is no evidence for beaming of the
non-thermal emission from relativistic SNe (Soderberg et al.
2010b; C14). Furthermore, on a time scale of ⇠ 20d, the
blastwave arising from both relativistic SNe and sub-E GRBs
is sub-relativistic and the geometry of emission is effectively
spherical, independent from the initial conditions. The dif-
ferent level of X-ray emission between sub-E GRBs and rela-
tivistic SNe at t & 10d is thus intrinsic.

GRB-SN Connection & Tranrelativistic SNe

supernova

g-ray burstMargutti+ 14



SN 2012ap in the X-rays 3

FIG. 2.— Kinetic energy profile of the ejecta of ordinary type Ibc SNe (red) and E-SNe, a class of explosions that includes GRBs (blue), sub-E GRBs (light-
blue) and relativistic SNe (orange). Squares and circles are used for the slow-moving and the fast-moving ejecta, respectively, as measured from optical and
radio observations. The velocity of the fast-moving ejecta has been computed at �t = 1d (rest-frame). Black solid lines: ejecta kinetic energy profile of a pure
hydrodynamical explosion (Ek / (��)-5.2, Tan et al. 2001), and for explosions powered by a short-lived (Ek / (��)-2.4) and long-lived (Ek / (��)-0.4) central
engine (Lazzati et al. 2012). Open black circles identify explosions with broad-lined optical spectra. The purple arrow identifies the direction of increasing
collimation of the fastest ejecta. SN 2012ap bridges the gap between cosmological GRBs and ordinary SNe Ibc. Its kinetic energy profile, significantly flatter
than what expected from a pure hydrodynamical explosion, indicates the presence of a central engine. References: Margutti et al. (2013a) and references therein;
Horesh et al. (2013); C14; M14.

4. SN 2012AP IN THE CONTEXT OF ENGINE-DRIVEN EXPLOSIONS

The radio observations of SN 2012ap are well modeled
by synchrotron emission arising from the interaction of the
SN shock with the environment (C14). C14 derive Ek =
(1.6±0.1)⇥1049 erg carried by mildly relativistic ejecta with
velocity v ⇠ 0.7c at �t = 1d. By modeling the observed
optical emission, M14 infer Ek ⇠ 1052 erg in slow moving
(v ⇡ 20000kms-1) material. These two values define an Ek
profile significantly flatter than what expected in the case of a
pure hydrodynamical collapse (Ek / (��)-5.2, e.g. Tan et al.
2001), thus pointing to the presence of an engine driving the
SN 2012ap explosion (see Fig. 2).

Engine-driven SNe (E-SNe) constitute a diverse class of ex-
plosions that includes relativistic SNe, sub-E GRBs and or-
dinary GRBs. SN 2012ap is intermediate between ordinary
non-relativistic SNe and fully relativistic GRBs and falls into
a region of the parameter space populated by sub-E GRBs and
the other known relativistic SN, SN 2009bb (Fig. 2)9. With
reference to figures 3 and 4 we find that:

• The radio luminosity of SN 2012ap and sub-E GRBs is
comparable. SN 2012ap is significantly more luminous
than ordinary Ic SNe at the same epoch, and even more
luminous than the sub-E GRBs 100316D and 060218
(Fig. 3, right panel). With Ek ⇠ 1052 erg and evi-

9 The relativistic nature of SN 2007gr has been questioned by Soderberg
et al. (2010a) and it is not included here. See however Paragi et al. (2010).

dence for broad spectral features (M14), the properties
of SN 2012ap in the optical band are also reminiscent
of the very energetic SNe associated with sub-E GRBs
and ordinary GRBs.

• At �t ⇠ 20d, the X-ray emission from SN 2012ap is
however a factor � 100 fainter then the faintest sub-E
GRB ever detected, GRB 980425 (Fig. 3, left panel).

• Along the same line, from C14, the prompt �-ray en-
ergy released by the SN 2012ap explosion is E�,iso <
1047 erg, a factor � 10 fainter then the faintest sub-E
GRB 980425 (Fig. 4).

Relativistic SNe and sub-E GRBs are thus clearly distin-
guished in terms of their high-energy (X-rays and �-rays)
properties. The different level of X-ray emission between rel-
ativistic SNe and sub-E GRBs cannot be ascribed to beam-
ing of collimated emission away from our line of sight. Ra-
dio observations of sub-E GRBs support the idea of quasi-
spherical explosions (e.g. Soderberg et al. 2006a, Margutti
et al. 2013a), while there is no evidence for beaming of the
non-thermal emission from relativistic SNe (Soderberg et al.
2010b; C14). Furthermore, on a time scale of ⇠ 20d, the
blastwave arising from both relativistic SNe and sub-E GRBs
is sub-relativistic and the geometry of emission is effectively
spherical, independent from the initial conditions. The dif-
ferent level of X-ray emission between sub-E GRBs and rela-
tivistic SNe at t & 10d is thus intrinsic.

GRB-SN Connection & Tranrelativistic SNe

supernova

g-ray burst

relativistic jet?
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Fast Blue Optical TransientsThe PS1-MDS Transients 
Drout+14Pan-STARRS1 Medium Deep Survey (PS1-MDS) for Rapidly Evolving and Luminous Transients

The Astrophysical Journal, 794:23 (23pp), 2014 October 10 Drout et al.

Figure 1. PS1 absolute magnitude, rest-frame, light curves for gold sample transients. Circles represent grizP1 detections and triangles represent 3σ upper limits.
Vertical dashed lines indicate epochs when spectroscopic observations were acquired. The gray shaded region is the R-band Type Ibc template from Drout et al. (2011),
normalized to the peak magnitude of the PS1-MDS transient.
(A color version of this figure is available in the online journal.)

Figure 2. Same as Figure 1 for silver sample objects.
(A color version of this figure is available in the online journal.)

Figure 3. PS1 apparent magnitude, observer-frame, light curves for our bronze (non-spectroscopic) sample. Symbols have the same meaning as Figure 1.
(A color version of this figure is available in the online journal.)

epoch of r-band imaging for PS1-13ess with Magellan IMACS.
This additional photometry was obtained at +2, +45 and +12
rest-frame days for the three objects, respectively. The images
were processed using standard tasks in IRAF19 and calibrated
using PS1 magnitudes of field stars. We subtracted contributions
from the host galaxies using PS1 template images and the ISIS
software package as described in Chornock et al. (2013). These

19 IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association for Research in Astronomy, Inc. under
cooperative agreement with the National Science Foundation.

points are also shown (squares) in Figures 1 and 2, and listed in
Table 2.

2.5. Galaxy Photometry

For our entire sample we compile griz-band photometry for
any underlying galaxy/source. When possible, we utilize the
SDSS DR9 Petrosian magnitudes, which account for galaxy
morphology. For cases where the underlying galaxy/source was
too faint for a high signal-to-noise SDSS detection, we perform
aperture photometry on the PS1 deep template images, choosing

4

ü t1/2  < 12 day --- rapidly evolving than any SN type
ü Lpeak ~ 1042-43 erg s-1 --- luminous as bright SNe
ü Tpeak ~ a few 104 K --- blue
ü No line blanketing --- not powered by the radioactive decay
ü Host Gal. = star forming Gal. --- related to massive stars 
ü Event rate ~ 4-7 % of core-collapse SN --- not rare

Drout+ 14 (see also Arcavi+ 13 etc)

Margutti+ 19 ApJ

• Rapidly evolving (<10 day)
• Luminous & bright
• T ~ a fewx104 K (blue)
• Unlikely to be Ni-powered
• Star-forming region
• ~4-7% of core-collapse SNe
• Transrelativistic shocks



(Low-Luminosity) GRBs/Engine-Driven Supernovae
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1. Dominantly “intermediate” mass nuclei: 
"prediction” of progenitor models (not free!)

2. Transrelativistic shocks (promising for DSA)
3. Instantaneous escaping spectrum: can be hard
3. Nuclei can survive
4. Correlation w. starburst galaxies Zhang, KM+ 18, Zhang & KM 19

(see also KM+ 06, Wang+ 07)
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where sesc is the spectral index of the escaping cosmic rays
and E0 ¼ 1018 eV is used in this work. However, the
spectrum of escaping UHECRs depends on details of the
escape mechanism. To demonstrate that our model can
work for power-law spectra, we consider the case of
sesc ¼ 0.5. This could be achieved if the spectrum of
accelerated cosmic rays is sacc ¼ 1.5, which is expected
by the first order Fermi acceleration mechanism in the
large angle scattering limit (e.g., [103]) or by magnetic
reconnections (e.g., [104]). See Fig. 15.
So far, we only showed the LL GRB contribution. For

the purpose of demonstrating the HL GRB contribution, in

Fig. 16, we show the case with the HL GRB contribution
assuming the proton composition for the HL GRBs and the
LL GRB duration 200 times longer than the HL GRB
duration. The main results are unaffected with the lumi-
nosity function used in this work. If the composition for the
HL GRBs is proton-dominated, the model predicts that the
composition changes at the highest energies, ∼1020.2 eV.
For a given ratio of LL GRBs to HL GRBs, the HL GRB
contribution shown here may be optimistic. In reality,
for HL GRBs, the maximum energy of protons would
be reduced by energy loss processes. Also, if the jet
composition is dominated by nuclei, the maximum energy
of UHECR nuclei can be lower due to the photodisinte-
gration process. Note that for HL GRBs nuclei are likely to
be destroyed at the jet base in the fireball model, so

FIG. 12. Same as Fig. 9 but for model Si-R 2. The maximum
acceleration energy is ZE0

p;max ¼ 1018.2ZLγiso;47
1=2 eV and

δE ¼ 0.14.

FIG. 13. Same as Fig. 9 but for model Si-R 3. The maximum
acceleration energy is ZE0

p;max ¼ 1018.2ZLγiso;47
1=2 eV and

δE ¼ 0.14.

LOW-LUMINOSITY GAMMA-RAY BURSTS AS THE … PHYS. REV. D 97, 083010 (2018)
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Neutrinos from Engine-Driven SNe
from model TRSN-A (TRSN-B). For comparison, we also
show the well-known Waxman-Bahcall bound (black line)
assuming a fast-evolution scenario (ξz ≃ 3 in Ref. [99]) and
photodisintegration bound (olive lines) for a pure silicon
composition [40]. Note that in the nonevolution case, the
diffuse neutrino fluxes can be ∼5 times lower than in the
fast-evolution case.

C. Cosmogenic neutrinos

The flux of cosmogenic neutrinos can be estimated using
the following formula:

ΦνðEνÞ≡ dNν

dEνdAdΩdt

¼
X

A0

c
4πH0

Z
zmax

zmin

dz
FðzÞ_ρ0

ð1þ zÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩMð1þ zÞ3 þ ΩΛ

p

×
Z

E0
max

E0
min

dE0 dNA0

dE0
dηA0νðE0; Eν; zÞ

dEν
; ð21Þ

where ηA0ν is the neutrino yield function which reflects the
fraction of neutrinos with energy Eν originated from nuclei
with mass number A0 and energy E0 at redshift z. The value
of ηA0ν can be estimated numerically using CRPropa 3
[103], where UHECR nuclei are propagated through the
Universe as in Sec. III B. We show the results in Fig. 16
where the flux of cosmogenic neutrinos (green line) can

reach a level of a few ×10−10 GeV cm−2 s−1 sr−1 and have
peak energy around 0.1–1 EeV. Note that the small bump
that appears in the lower energy range ∼PeV is due to the
effect of neutron beta decay. We can see that the planned
neutrino detector GRAND can reach the required sensi-
tivity to detect cosmogenic neutrinos predicted in this work
after ∼10 years of observations [62]. For comparison, we
also show the energy spectrum of cosmogenic neutrinos
predicted from different candidate sources, including radio
galaxies in the shear acceleration scenario (cyan dashed
line) [119] and tidal disruption events (TDEs) where a
white dwarf is disrupted by an intermediate mass black hole
(blue dotted line) [56]. The flux of cosmogenic neutrinos is
sensitive to the source redshift evolution because most of
the detected neutrinos are produced at redshift z ∼ 1, while
the observed UHECR nuclei mainly originate from sources
within the local Universe ≤100 Mpc. Engine-driven SNe
have a fast redshift evolution, which traces the star
formation history. On the other hand, the number density
of TDEs usually has a negative redshift evolution [30].
The main results derived in this work are summarized in

Fig. 17, where the predicted energy spectra of UHECR
nuclei and neutrinos from engine-driven SNe are shown
together.

V. DISCUSSION

A. Common origin of IceCube neutrinos and UHECRs?

The flux of the observed diffuse neutrinos within energy
range from ∼100 TeV to a few PeV by IceCube [124] is
comparable to the Waxman-Bahcall (WB) bound for a
spectral index of s ¼ 2.0 [99] and the nucleus-survival

FIG. 16. All-flavor cosmogenic neutrino fluxes predicted from
different UHECR nuclei sources and detection sensitivities for
various experiments. The gray-shaded region is taken from the
results of Ref. [74]. The black solid line is the 90% CL upper limit
derived from IceCube [120]. The brown and yellow lines are the
90% CL differential upper limit derived from ARA-37 [60] and
ARIANNA [61], respectively. The violet line is the differential
upper limit from POEMMA [63,121]. The blue line is the
differential upper limit from Trinity [64]. The orange line is
the 90% CL differential upper limit (solid) and integral upper
limit (dashed) derived from GRAND [62].

FIG. 17. Energy spectra of UHECR nuclei and diffuse neutrinos
from engine-driven SNe or LL GRBs. We also show diffuse
orphan neutrinos in the case of choked jets from Ref. [46] (dotted-
dashed line) and Ref. [47] (dotted line) and LL GRB prompt
neutrinos (dashed line) [4,122]. The observation data of UHECR
nuclei (brown triangle) are taken from Ref. [38] and neutrinos are
measured by IceCube [123].

B. THEODORE ZHANG and KOHTA MURASE PHYS. REV. D 100, 103004 (2019)
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• EeV: cosmogenic neutrinos overwhelm source neutrinos
• But PeV ns may come from inner jets (KM+ 06, Senno, KM & Meszaros 16) 
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Luminous Supernovae as Long-Duration Transients 

• SLSN-I (hydrogen poor) – energy injection by engine?
• SLSN-II (hydrogen) – circumstellar material interaction

Luminous Supernovae
Avishay Gal-Yam

Supernovae, the luminous explosions of stars, have been observed since antiquity. However,
various examples of superluminous supernovae (SLSNe; luminosities >7 × 1043 ergs per second)
have only recently been documented. From the accumulated evidence, SLSNe can be classified
as radioactively powered (SLSN-R), hydrogen-rich (SLSN-II), and hydrogen-poor (SLSN-I, the most
luminous class). The SLSN-II and SLSN-I classes are more common, whereas the SLSN-R class is
better understood. The physical origins of the extreme luminosity emitted by SLSNe are a focus of
current research.

Supernova explosions play
important roles in many
aspects of astrophysics.

They are sources of heavy ele-
ments, ionizing radiation, and
energetic particles; they drive
gas outflows and shock waves
that shape star and galaxy for-
mation; and they leave behind
compact neutron star and black
hole remnants.Thestudyof super-
novae has thus been actively
pursued for many decades.

The past decade has seen the
discovery of numerous superlu-
minous supernovaevents (SLSNe;
Fig. 1). Their study is motivated
by their likely association with
the deaths of the most massive
stars, their potential contribu-
tion to the chemical evolution of
the universe and (at early times)
to its reionization, and the possi-
bility that they aremanifestations
of physical explosion mecha-
nisms that differ from those of
their more common and less lu-
minous cousins.

With extreme luminosities ex-
tending over tens of days (Fig. 1)
and, in some cases, copious ultraviolet (UV) flux,
SLSN events may become useful cosmic beacons
enabling studies of distant star-forming galaxies
and their gaseous environments. Unlike other
probes of the distant universe, such as short-lived
gamma-ray burst afterglows and luminous high-
redshift quasars, SLSNe display long durations
coupled with a lack of long-lasting environmental
effects; moreover, they eventually disappear and
allow their hosts to be studied without interference.

Supernovae traditionally have been classified
mainly according to their spectroscopic properties
[see (1) for a review]; their luminosity does not
play a role in the currently used scheme. In prin-

ciple, almost all SLSNe belong to one of two
spectroscopic classes: type IIn (hydrogen-rich
events with narrow emission lines, which are
usually interpreted as signs of interaction with
material lost by the star before the explosion) or
type Ic (events lacking hydrogen, helium, and
strong silicon and sulfur lines around maximum,
presumably associated with massive stellar ex-
plosions). However, the physical properties im-
plied by the huge luminosities of SLSNe suggest
that they arise, in many cases, from progenitor
stars that are very different from those of their
much more common and less luminous analogs.
In this review, I propose an extension of the clas-
sification scheme that can be applied to super-
luminous events.

I consider SNe with reported peak magnitudes
less than −21 mag in any band as being superlu-

minous (Fig. 1) (see text S1 for considerations
related to determining this threshold) (2).

Recent Surveys and the Discovery of SLSNe
Modern studies based on large SN samples and
homogeneous, charge-coupled device–based lu-
minosity measurements show that SLSNe are
very rare in nearby luminous and metal-rich host
galaxies (3, 4). Their detection therefore requires
surveys that monitor numerous galaxies of all
sizes in a large cosmic volume. The first genera-
tion of surveys covering large volumes was de-
signed to find numerous distant type Ia SNe for
cosmological use. These observed relatively small
fields of view to a great depth, placing most of the

effective survey volume at high
redshift (5).

An alternative method for sur-
veying a large volume of sky is
to use wide-field instruments to
cover a large sky area with rel-
atively shallow imaging. With
most of the survey volume at
low redshift, one can conduct an
efficient untargeted survey for
nearby SNe. Such surveys pro-
vided the first well-observed ex-
amples of SLSNe, such as SN
1999as (6), which turned out to
be the first example of the ex-
tremely 56Ni-rich SLSN-R class
(7), and SN 1999bd (8) (Fig. 2),
which is probably the first well-
documented example of the SLSN-
II class (9).

Further important detections
resulted from the Texas Super-
nova Survey (TSS) (10) (text S2).
On 3 March 2005, TSS detected
SN 2005ap, a hostless transient
at 18.13 mag. Its redshift was z =
0.2832, which indicated an ab-
solute magnitude at peak around
−22.7 mag, marking it as the most
luminous SN detected until then
(11). SN 2005ap is the first ex-

ample of the class defined below as SLSN-I. On
18 November 2006, TSS detected a bright tran-
sient located at the nuclear region of the nearby
galaxy NGC 1260 [SN 2006gy (12)]. Its mea-
sured peak magnitude was ~ −22 mag (12, 13).
Spectroscopy of SN 2006gy clearly showed hy-
drogen emission lines with both narrow and
intermediate-width components, leading to a spec-
troscopic classification of SN IIn; this is the proto-
type and best-studied example of the SLSN-II
class.

During the past few years, several untargeted
surveys have been operating in parallel (14). The
large volume probed by these surveys and their
coverage of a multitude of low-luminosity dwarf
galaxies have led, as expected (15), to the detec-
tion of numerous unusual SNe not seen before
in targeted surveys of luminous hosts; indeed,
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Fig. 1. The luminosity evolution (light curve) of supernovae. Common SN explosions
reach peak luminosities of ~1043 ergs s−1 (absolute magnitude > −19.5). Super-
luminous SNe (SLSNe) reach luminosities that are greater by a factor of ~10. The
prototypical events of the three SLSN classes—SLSN-I [PTF09cnd (4)], SLSN-II [SN
2006gy (12, 13, 77)], and SLSN-R [SN 2007bi (7)]—are compared with a normal
type Ia SN (Nugent template), the type IIn SN 2005cl (56), the average type Ib/c
light curve from (65), the type IIb SN 2011dh (78), and the prototypical type II-P SN
1999em (79). All data are in the observed R band (80).
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Fast-Rotating Pulsars/Magnetars
3

pulsar wind than the Goldreich-Julian density. Cosmic
rays lose energy during their propagation in the IGM by
interactions against cosmic radiation backgrounds, pair
production and cosmological expansion. In this work, we
use the propagation calculations by Monte-Carlo done in
Ref. [7]. The parameter fs is then obtained by fitting the
simulation output to the observations.
Figure 1 shows the spectrum and composition of cos-

mic rays from extragalactic newborn pulsars for our best
fit parameters obtained in Ref. [7], assuming source emis-
sivity follows star formation rate (SFR case). The ejecta
mass is taken as Mej = 10M⊙ and wind acceleration ef-
ficiency η = 0.3. In the simulation, injection elements
are divided into three groups: Hydrogen, Carbon group
(CNO), and Iron. The injection abundance, adjusted to
best fit the spectrum, ⟨Xmax⟩ and RMS(Xmax) is in pro-
portions: 50% H, 30% CNO, 20% Fe (note that injected
protons can be mostly interchanged to Helium without
affecting the spectrum significantly [7]). The overall nor-
malization factor fs = 0.1.
The diffusive neutrino flux from the pulsars is shown

in Figure 2. The source evolution is assumed to follow
star formation rate (in blue) or be uniform over time
(black). Neutrino flux in the SFR case is higher than the
uniform case by 5.8 times which is the ratio between the
total numbers of sources in these two cases. The spec-
trum consists of three components. Below ∼ 1016 eV,
the spectrum can be described as a single power law
with index 1.7. This energy range corresponds to pulsars
that spin relatively slowly with spin period P ! 20ms.
Mild interactions happen as the ejecta is mostly diluted
when cosmic rays are produced. The neutrino spectrum
hence roughly follows the cosmic ray spectrum, which is
E−1 at injection and softened to E−1.7 due to the (B,P )
distribution. Between 1016 and 1018.8 eV, cosmic rays
accelerated by the fast spinning pulsars undergo severe
interactions with the baryons in the ejecta, resulting a
piling-up of neutrinos from secondary nuclei and pions
that soften the spectrum to E−2. Above 1018.8 eV, the
neutrino spectrum has cutoff as P reaches its minimum
Pmin = 0.4ms [27] and f(B) is small in the tail of dis-
tribution. To be more conservative, we assume here that
f(P ) cuts sharply at Pmin instead of piling up at Pmin

as was done in [7]; the resulting difference is however
negligible.
Cosmogenic neutrinos produced during the intergalac-

tic propagation are not represented in Figure 2. The
cosmogenic neutrino flux produced in our scenario would
correspond roughly to the SFR case with mixed compo-
sition in Ref. [28], which is shown as the lower boundary
of the gray shaded region in their Fig. 9. The flux is be-
low ∼ 6× 10−9 GeV cm−2 s−1 sr−1, and is sub-dominant
compared to the neutrino contribution from the source
region discussed here.
The all flavor neutrino flux sensitivities of the IceCube

detector after one year and five years of operation are

FIG. 1: Up: Spectrum of UHECRs from newborn pulsars, as-
suming source emissivity following SFR and an injection com-
position of 50% H, 30% CNO and 20% Fe. Overlaid are mea-
surements by the Auger Observatory [21] and Telescope Array
[22] with energy rescaling suggested in [23]. Bottom: values of
estimations of UHECR composition, ⟨Xmax⟩ and RMS(Xmax)
of the Auger data [21] (black crosses) and simulation results
with pulsar sources (blue shaded region when pulsars con-
tribute more than 80% to the total flux, hashed region when
they contribute less, see [7] for more details). Three hadronic
interaction models, EPOS-LHC (solid), QGSJetII-04(dotted)
and Sibyll2.1(dash) were used to estimate the range of ⟨Xmax⟩
and RMS(Xmax) [24]. The red and dark blue lines correspond
to 100% P and 100% Fe.

shown in Figure 2 [25], as well as the projected ARA-37
3-year sensitivity [26]. In the SFR case, the flux level
of neutrinos from newborn pulsars is marginally consis-
tent with the current non-detection at high energies, and
should be detected in another three years of IceCube op-
eration. The uniform case predicts a less optimistic flux,
that still lies above the ARA 3-year sensitivity, and at a
level that would be detected by IceCube within a decade.

Fang, Kotera & Olinto 12 ApJ
Fang, Kotera, KM & Olinto 14 PRD
see also Blasi, Epstein & Olinto 00 ApJ

Arons 03 ApJ
KM, Meszaros & Zhang 09 PRD

down power is high enough, some two-dimensional simula-
tions suggest that the equatorial wind can be redirected by the
anisotropic pressure, and hoop stresses lead to bipolar
outflows10 that could explain GRBs (Bucciantini et al. 2007,
2008; Komissarov & Barkov 2007). If not, we expect a quasi-
spherical expanding flow embedded in the expanding stellar
material (see Figure 1). Assuming a SN explosion with

~ 10sn
51 erg, the SN ejecta expands with its velocity Vej and

radius Rej. The early PWN radius Rw also increases non-
relativistically, which is given by (e.g., Metzger et al. 2014)
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where δ ∼ 0–1 is a typical value used in the literature (Kasen &
Bildsten 2010; Metzger et al. 2014). The mixture of material
allows us to approximate the inner density profile to be
reasonably smooth and flat (Chevalier 1977; Chevalier &
Fransson 1992). For demonstration, we adopt d = 1 throughout
this work (Kasen & Bildsten 2010; Metzger et al. 2014),
and that the radiation pressure is given by

r»  V(3 ) (6 7)rot nb ej nb
2 . Here nb is the PWN volume and

Vnb is the PWN expansion velocity that can be different from
V .ej In general, Rw is smaller than Rej, and both of Rej and Rw are
numerically determined in this work. Roughly speaking,

»R Rw ej becomes a good approximation for small values of

P such that  2irot, sn (implying -1P 5 msi sn,51
1 2). The ejecta

velocity Vej and radius Rej can be determined by
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The internal energy trapped in the SN ejecta, int, is given by

= - -
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int
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esc
ej

where »t R Vdyn ej ej is the dynamical time. Since X-ray and
gamma-ray emission is expected in month-to-year timescales,
we only consider energy injection due to Lem. In the early
phase, as in normal SNe, heating by shocks and unstable
isotopes such as 56Ni can be relevant. In the later phase, one
may assume that late interactions with circumstellar material
are negligible, and injections via the β decay of 56Ni are
irrelevant after their lifetime = ´�t 6.075 days 5.2 10 sNi

556 .
Visible photons leave the SN ejecta in the escape time
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where the Thomson optical depth in the ejecta is given by
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where m s= -K mT e T u
1 , me is the mean molecular weight per

electron, and mu is the atomic mass unit. See also Equation
(45) below. Two of the key parameters, Esn and Mej, can be
estimated from the SN peak emission and determination of the
ejecta velocity Vej via detailed spectroscopy. Note that the
bound–free or bound–bound cross section is much higher at
110 keV energies, and thermal photons are still generated at
later times.
Non-thermal photons generated in the PWN are significantly

thermalized in the SN ejecta. Since we are interested in the IC
emission, we need to estimate a thermal component, which
serves as a seed photon field. Ideally, self-consistent calcula-
tions including the detailed radiative transfer are needed. But,
for the present purpose, the following approximate approach is
sufficient. The internal energy is divided into the thermal
energy th and non-thermal energy nonth. Following K.
Kashiyama et al. (2015, in preparation), the thermal energy
is calculated by

ò=
-

- -g
gg g    ( )d

dt
dE

E

t t t

1
, (14)

E Eth

esc
ej

th

dyn

th

esc
ej

where gE is the differential photon number (per energy) and

gE is the energy-dependent albedo factor, i.e., the fraction of
photons escaping without thermalization. In this work, for
simplicity, we use =g 0.5E for photon energies below the
cutoff due to Compton down-scattering in the SN ejecta,
otherwise we set =g 0E . Because of the photoelectric
absorption (see Section 2.4), soft X-rays and UV photons
may not escape until very late times, so our choice is
reasonable. Lower values simply imply that more energy is

Figure 1. The schematic picture of pulsar-aided SNe. We consider the left case,
where a pulsar wind is quasi-spherical and the wind bubble is embedded in the
SN ejecta.

10 In this case, the (collimated) wind radius is »R ctw .
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Erratum: Testing the newborn pulsar origin of ultrahigh energy
cosmic rays with EeV neutrinos
[Phys. Rev. D 90, 103005 (2014)]
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(Received 11 November 2015; published 1 December 2015)

DOI: 10.1103/PhysRevD.92.129901 PACS numbers: 98.70.Sa, 95.85.Ry, 97.60.Gb, 99.10.Cd

We noticed an error in the calculation of Eq. (1) in Ref. [1]. While the equation shown is correct, the redshift dependence
of source spectra was not properly taken into account. The all-flavor neutrino flux from the pulsar population can be
calculated as

Φν ¼
dN

dEdAdtdΩ
¼ fs

4π

Z
zmax

0

Z
tν

0

dNν

dt0dEν4πD2
dt0ℜðzÞ4πD2 dD

dz
dz; ð1Þ

which can be further written as below to show the redshift dependence explicitly:

Φν ¼
c
4π

Z
zmax

0

_ℜðzÞ dN½Eð1þ zÞ&
dE0 ð1þ zÞ dt

dz
dz; ð2Þ

where dN=dE0 ¼ fs
R
dPidBdN=dE0ðPi; BÞfðPi; BÞ is the expected spectrum from one pulsar at redshift z, which is

averaged over the pulsar distribution fðPi; BÞ of initial spin periods Pi and surface magnetic fields B, and normalized by a
factor fs determined by ultrahigh energy cosmic ray (UHECR) observations; E0 ¼ ð1þ zÞE is the redshifted energy at the
source, and dt=dz ¼ 1=ðH0ð1þ zÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ΩMð1þ zÞ3 þΩΛ

p
Þ. We take the Hubble constant h ¼ 67.8, ΩM ¼ 0.308 [2], and

assume a flat Universe in this calculation. _ℜðzÞ is the source emissivity in units of Mpc−3 yr−1, and can be written as
_ℜðzÞ ¼ gðzÞ _ℜð0Þ, with gðzÞ denoting the source evolution rate over redshift. If the source emissivity follows a uniform
distribution, gðzÞ ¼ 1. Alternatively, if the source evolution follows the star formation rate, gðzÞ can be written as [3]

FIG. 1 (color online). The diffuse neutrino flux (νμ þ νe þ ντ after neutrino mixing in space) from an extragalactic newborn pulsar
population that would produce the measured UHECRs. The source emissivity follows the SFR (blue) or is uniform over time (black).
Overlaid are all flavor neutrino flux sensitivities of the IceCube detector after 1 year (red thin dash) and 5 years (red thick dash) of
operations [4], and the expected 3 year ARA-37 sensitivities (orange dash dotted) [5]. The redshift dependence of source spectra has
been taken into account to follow Eq. (2).
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• Nuclei can be supplied from
the neutron star surface

• Ion acceleration mechanism?

H 50%, CNO 30%, Fe 20% (assumption)



Summary
New clues from UHECR composition & anisotropy data

AGN
• UHECR reacceleration by large-scale jets is promising

one-shot/shear and/or multiple-shock acceleration
-> predicted heavy-rich abundance with hard escape spectra, turbulence?

• UHECR acceleration in inner jets (blazars) – acceleration & escape?
-> EeV neutrinos provide a unique test

Stellar deaths
• Diversity of transients (nuclei → GRBs are not only candidates!)

- Engine-driven SNe
transrelativistic shocks (promising sites for Fermi mechanism)
predicted composition of intermediate nuclei from progenitors, escape?  

- Fast-rotating pulsars/magnetars
natural loading of iron-like nuclei from NS, acceleration & escape? 

-> PeV-EeV neutrinos provide a unique test
• Acceleration by AGN/starburst-driven winds

Multimessenger tests & modeling of acceleration, escape and abundance 


