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DDP projects: key elements

Data intensive projects processing instrument data from sensors, sequencers, telescopes, and satellites 
during the en8re mission life8me

Data volumes: 
parallel processing 
of large amounts of 
data, from many 
Terabytes to Petabytes

Project organisation: 
international 
collaborations working 
on a shared set of data 
and software 

Processing pipelines: 
steady production 
workflows with semi-
continuous data flows

Ecosystem:
Portable and interoperable 
solu@ons based on APIs 
and industry standard 
protocols



Over 50PB of storage and over 100 million core hours are consumed together 
by various scientific domains  

DDP services: Grid & Spider



WLCG/CERN

170 sites – Worldwide
42 countries
1.4M cores
2EB storage
12 000 physicists

ALICE
ATLAS
CMS
LHCb



Dutch Grid contribution to CERN

• Allocations 2023:
Core hours: 37M @SURF, 40M @Nikhef
Storage: 37PB tape + 13PBdisk @SURF, 
3.5disk @Nikhef

• Compute, storage, services
• SURF and NIKHEF are a Oer 1 site
• Connected with dedicated, private, high-

bandwidth network 



LOFAR 

• Radio telescope 
• Data distributed to Long Term Archive 

(SURF, Jülich & Poznan)
• MulE-purpose data: Surveys Key Science 

Projects, Transients, Pulsars, etc
• Pathfinder for SKA
• Largest astronomy archive in the world

But looking forward to SKA J



SURF contribution to LOFAR

Tier 0 (CEP)

Tier 1 (LTA)

Tier 2 (external/public)

Poznan
PSNC

Jülich
FZJ

Amsterdam
SARA

…

Compute, storage, services
30 PB stored at SURF
High-speed connecOon to the LTA 
Processing power: Grid & Spider

LOFAR the Surveys Key Science Project

300 members 
60 insOtutes 
18 countries 
175 papers
DistribuOon of  data products
Processed over 1000 LOFAR observaOons 
(4M core hours, 300TB disk and 700TB 
tape)



LIGO-Virgo-KAGRA (LVK) 

Nobel Prize Physics 2017
Heavy computational load involved
10% of the processing on the Dutch Grid
Worldwide collaboration
Access to local & federated compute



Dutch Grid contribuMon to LVK

• Compute, storage, services
• Data retrieved from international cache servers
• Hosting data distribution server for derived data

• Allocation 2023:
Core hours: 9M @SURF, 9M@Nikhef
Storage: 200TB disk @SURF



DDP Architecture

Infrastructure

Scalable batch 
processing cluster

Private
project-tailored 

clusters

Private
project-tailored 

nodes

Scalable
Petabyte

staging storage

Fast local disks 
for high I/O

Data Archive
storage

External Scalable
Distributed storage

Resource Provisioning

Pla0orm Deployment

Storage integra7on

User-facing utilitiesCollaboration

Role-based project spaces
Data publica7on & redistribu7on

Access federa7on

Interactivity

Interac7ve data processing
Interac7ve data visualiza7on

Interac7ve monitoring

Scientific 
workflows

Event-driven processing
Customizable frameworks

SoFware portability & containers 

More about DDP services at SURF here

https://www.surf.nl/en/high-performance-data-processing

