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SUMMARY

SUMMARY LECTURE 1
▸ Gravitational waves are propagating oscillations of a gravitational field generated by accelerating masses 

▸ They change the proper separation between freely-falling test bodies 

▸ GWs carry energy & momentum from the source 

▸ Spacetime is stiff - "extreme" events are needed to produce a measurable strain  

▸ Compact binary mergers, CCSNe, rotating neutron stars, stochastic GW background 

▸ Operating GW detectors are km-scale (sophisticated) Michelson interferometers 

▸ The sensitivity is characterised by the noise power spectral density (PSD) 

▸ Current generation of GW detectors can measure length changes  

▸ Observe GWs with frequencies between 20-2000 Hz

δL ≃ 10−18m
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GW DATA ANALYSIS

DATA ANALYSIS FOR COMPACT BINARIES

GW detection 

Parameter estimation 

Modelling gravitational waves
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(Some) Recommended literature: 

★ Luc Blanchet, Living Reviews in Relativity: https://link.springer.com/article/10.12942/lrr-2014-2  

★ Buonanno & Sathyaprakash: https://arxiv.org/abs/1410.7832  

★ Talbot & Thrane: https://arxiv.org/abs/1809.02293  

https://link.springer.com/article/10.12942/lrr-2014-2
https://arxiv.org/abs/1410.7832
https://arxiv.org/abs/1809.02293
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SENSITIVITY
4DETECTION OF GWS

Amplitude spectral density = PSD

[LVC, GWTC-1]

▸ The sensitivity of GW detector is characterised by the power spectral density (PSD) of its noise 
background in the absence of a GW signal.  

▸  is the noise power spectral density - the Fourier transform of the noise autocorrelation function:Sn( f ) hñ(f)ñ⇤(f 0)i = 1

2
Sn(f)�(f � f 0)
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[Living Rev. Rel. 2019 22:2]

Assuming stationary & Gaussian
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GW OBSERVATORIES

DETECTOR NETWORK
5

Virgo

GEO 600

LIGO AUNDHA 
OBSERVATORY

‣ Kilometre-scale interferometres  
‣ Sensitive to GWs between a few Hz to a few kHz 
‣ Simultaneous detection increases detection confidence 
‣ Improved sky localisation & polarisation measurement 
‣ Increased duty cycle

jj_mcloughlin@hotmail.com 
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THE GW PIPELINE - A VERY SIMPLIFIED SCHEMATIC 6

(OFFLINE) GW 
SEARCHES

ASTROPHYSICS TESTS OF GENERAL 
RELATIVITY COSMOLOGY FUNDAMENTAL 

PHYSICS

DATA QUALITY

PARAMETER 
ESTIMATION

Low-latency (online) 
analyses

FAST PARAMETER 
ESTIMATION

ONLINE SEARCH

GCN ALERTS https://gracedb.ligo.org/superevents/public/O4/ 

https://gracedb.ligo.org/superevents/public/O4/
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GW OBSERVATORIES

LOCALISATION
▸ Individual GW detectors are omnidirectional: poor localisation! 

Sensitivity depends on location, polarisation and frequency 

▸ Simultaneously operating observatories allow for triangulation 
via arrival time differences
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detector’s own axes, then one just sets  = 0. If the arms of the interferometer are not perpendic-
ular to each other, then one defines the detector-plane coordinates x and y in such a way that the
bisector of the angle between the arms lies along the bisector of the angle between the coordinate
axes [334]. Note that the maximum value of either F+ or F⇥ is 1.

The corresponding antenna-pattern functions of a bar detector whose longitudinal axis is aligned
along the z direction, are

F+ = sin2 ✓ cos 2 , F⇥ = sin2 ✓ sin 2 . (58)

Any one detector cannot directly measure both independent polarizations of a gravitational
wave at the same time, but responds rather to a linear combination of the two that depends
on the geometry of the detector and source direction. If the wave lasts only a short time, then
the responses of three widely-separated detectors, together with two independent di↵erences in
arrival times among them, are, in principle, su�cient to fully reconstruct the source location and
gravitational wave polarization. A long-lived wave will change its location in the antenna pattern
as the detector moves, and it will also be frequency modulated by the motion of the detector; these
e↵ects are in principle su�cient to determine the location of the source and the polarization of the
wave.
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Figure 4: The antenna pattern of an interferometric detector (left panel) with the arms in the x-y plane
and oriented along the two axes. The response F for waves coming from a certain direction is proportional
to the distance to the point on the antenna pattern in that direction. Also shown is the fractional area in
the sky over which the response exceeds a fraction ✏ of the maximum (right panel).

Since the polarization angle of an incoming gravitational wave would generally be expected to
be unrelated to its direction of arrival, depending rather on the internal orientations in the source,
it is useful to characterize the directional sensitivity of a detector by averaging over the polarization
angle  . If the wave has a given amplitude h and is linearly polarized, then, if we are interested in
a single detector’s response, it is always possible to align the polarization angle  in the sky plane
with that of the wave, so that the wave has pure +-polarization. Then the rms response function
of the detector is

F =
✓Z

F 2

+
d 

◆1/2

. (59)

The function F is often simply called the antenna pattern. For a resonant bar, the antenna pattern
is

F = sin2 ✓, (60)
and for an interferometer, it is given by

F
2 =

1
4

�
1 + cos2 ✓

�2 cos2 2�+ cos2 ✓ sin2 2�. (61)

Living Reviews in Relativity
http://www.livingreviews.org/lrr-2009-2

to 23.5 days. Even though the FAR estimation of single-detector
candidates is challenging (Callister et al. 2017), the matched-filter
pipelines are capable of identifying loud single-detector events.
GW170817 (Abbott et al. 2017b) was initially identified by
GSTLAL as a single-detector event. To further establish the
significance of GW190425, it was compared against the 169.5
days of background from O1 and O2 and 50 days of background
from O3 in the BNS part of the parameter space, and found to be
louder than any background event. The BNS region is defined as
the parameter space with component masses between 1 and 3 M:.
The results of this background analysis from the GSTLAL search
are shown in Figure 1, which shows the combined S/N–x2 noise
probability density function for LHO, LLO, and Virgo. The
S/N–x2 distributions from O1 and O2 are taken from the analysis
performed for GWTC-1 (Abbott et al. 2019c), while the S/N–x2

distributions from O3 come from the low-latency search. The
S/N–x2 background distributions are a subset of the parameters
that factor in the calculation of the log-likelihood ratio, which is
the detection statistic used by the GSTLAL search. These
background distributions allow us to include the S/N–x2

information from all the triggers, and not just the trigger in
question while assigning the detection statistic. Events with low
S/Ns and accidentally small residuals would be disfavored by the
signal model, which also factors in the log-likelihood ratio.

As seen in Figure 1, there is no background recorded at the
GW190425 parameters in all the data searched over until now.
Thus, despite the caveats associated with finding signals in a
single detector, GW190425 is a highly significant event that
stands out above all background. In Appendix B we also show
the results from the PYCBC.

We sent out an alert ∼43 min after the trigger (LIGO
Scientific Collaboration & Virgo Collaboration 2019a), which
included a sky map computed using a rapid Bayesian algorithm
(Singer & Price 2016). We assigned GW190425 a >99%
probability of belonging to the BNS source category. The
initial sky map had a 90% credible region of 10,200 deg2.
Although data from both LLO and Virgo were used to

constrain the sky location, it extended over a large area due to
the fact that the signal was only observed with high confidence
in a single observatory. Gravitational-wave localization relies
predominantly on measuring the time delay between observa-
tories. However, in this case it is primarily the observed stain
amplitude that localizes the signal, with the more likely parts of
the sky being dominated by positions where the the antenna
response of LLO is favorable.
We generated an improved sky map using a Bayesian

analysis that sampled over all binary system parameters (see
Section 4), producing a 90% credible sky area of 8284 deg2 and
a distance constrained to -

+159 Mpc71
69 . This sky map, and the

initial low-latency map, are shown in Figure 2. As a
comparison, GW170817 was localized to within 28 deg2 at a
90% credible level. The broad probability region in the sky
map for this event presented a significant challenge for follow-
up searches for electromagnetic counterparts. At the time of
writing, no clear detection of a counterpart has been reported in
coincidence with GW190425 (e.g., Coughlin et al. 2019;
Hosseinzadeh et al. 2019; Lundquist et al. 2019, but also see
Pozanenko et al. 2019), although a wide range of searches for
coincident electromagnetic or neutrino signals have been
performed and reported in the GCN Circular archive.203

4. Source Properties

We have inferred the parameters of the GW190425 source
using a coherent analysis of the data from LLO and Virgo (in
the frequency range 19.4–2048 Hz) following the methodology
described in AppendixB of Abbott et al. (2019c).204 The low-
frequency cutoff of 19.4 Hz was chosen such that the signal
was in-band for the 128 s of data chosen for analysis. In this
frequency range there were ∼3900 phase cycles before merger.
We cleaned the data from LLO to remove lines from

calibration and from known environmental artifacts (Davis
et al. 2019; Driggers et al. 2019). For Virgo, we used the low-
latency data. The LLO data were subsequently pre-processed
(Cornish & Littenberg 2015; Pankow et al. 2018) to remove the
noise transient discussed in Section 2. Details of the transient
model and the data analyzed can be found in Abbott et al.
(2019b). The results have been verified to be robust to this
glitch removal by comparing the analysis of the pre-processed

Figure 1. Combined S/N–x2 noise probability density function for LHO, LLO,
and Virgo in the BNS region, computed by adding the normalized 2D
histograms of background triggers in the S/N–x S N2 2 plane from the three
detectors. The gold star indicates GW190425. There is no background present
at the position of GW190425; it stands out above all of the background
recorded in the Advanced LIGO and Virgo detectors in the first three observing
runs. The background contains 169.5 days of data from O1 and O2 and the first
50 days of O3, at times when any of the detectors were operating. For
comparison the LLO and LHO triggers for GW170817 are also shown in the
plot as blue and red diamonds, respectively.

Figure 2. Sky map for GW190425. The shaded patch is the sky map obtained
from the Bayesian parameter estimation code LALINFERENCE (Veitch et al. 2015)
(see Section 4) with the 90% confidence region bounded by the thin dotted
contour. The thick solid contour shows the 90% confidence region from the low-
latency sky localization algorithm BAYESTAR (Singer & Price 2016).

203 All GCN Circulars related to this event are archived athttps://gcn.gsfc.
nasa.gov/other/S190425z.gcn3.
204 From here on, we will use GW190425 to refer to the gravitational-wave
signal and as shorthand for the system that produced the signal.
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The Astrophysical Journal Letters, 892:L3 (24pp), 2020 March 20 Abbott et al.

GW170817 GW190425

90% CI ~ 8300 deg2

RMS antenna response
[Sathyaprakash&Schutz, LRR]

[LVK Observing Scenarios & LVK discovery papers]
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GW SEARCHES 

MODELLED SEARCHES
▸ Optimal detection strategy for a modelled signal in stationary Gaussian noise = matched filtering 

▸ Optimal filter:

8
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signal-to-noise ratio (SNR)

ha|bi = 4

Z 1

0
df

ã(f)b̃⇤(f)

Sn(f)
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GW SEARCHES

TEMPLATE BANKS
▸ Large collection of theoretical waveforms templates: 

▸ Construction: hybrid method 

▸ Geometric lattice for known metric (green area) 

▸ Metric = mismatch between neighbouring 
templates  

▸ Stochastic placement 

▸ What’s included? 

▸ Component masses 

▸ Aligned-spins 

▸ Quadrupolar mode

1 − ⟨ĥ(θ) | ĥ(θ + Δθ)⟩ = gijΔθiΔθj

9

Placement of template banks
Ø Match between nearby templates                                      :

Ø Expand in small quantities:

Ø Define a metric tensor on parameter space:

Ø Mismatch between neighboring templates:

Place templates on parameter space such that metric distance never larger than a 
pre-specified mismatch, e.g. 0.03
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EVENT SELECTION
▸ Apply any data excursions 

▸ Filter each data stream individually 

▸ Apply threshold SNR cut and cluster to generate triggers 

▸ Perform -test to check signal consistency  

▸ Check time & parameter coincidence between different 
IFOs 

▸ Apply data quality vetoes 

▸ Surviving triggers form GW candidates  

▸ Use time shifts to calculate the false-alarm-rate (FAR) of 
coincident triggers. Resulting triggers form the 
background, which is used to determine the significance of 
the foreground candidates. 

χ2

10GW SEARCHES 
Distribution of SNR contributions by frequency band

30

Divide the template into 
frequency bands of equal 
expected power

Example: SNR accumulation as signal-consistency test

Credit: A. Nitz

Background Estimation

● We time shift the data of one 
detector relative to the other

● Coincidences in time slides are 
background triggers

● This assumes that the dominant 

noise sources in our 

background are not correlated 

in time between the two 

detectors. …

H1
L1

H1
L1

H1
L1

36
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SIGNIFICANCE
▸ FAR (caution: varies!): e.g. O2 1/30 days  (expect ~2 false 

alarms per month) 

▸ Astrophysical probability: assumes 4 categories  (terrestrial, 
BBH, BNS, NSBH) each described by a Poisson process 
(inhomogeneous Poisson mixture model) with mean  [Farr+, 
2013] 

▸ Ranking statistic distribution:  

▸  

▸ Observable spacetime volume (selection effects!) 

▸ Models are marginalised over the counts with the ranking 
statistic distribution fixed at the value of the ranking statistic 
of the candidate

Ai

Λi

p(x |Ai, {θ})
Λi = ⟨VT⟩{θ} × Ri

11GW SEARCHES 

[LVK, GWTC-1]

The matched-filter and cWB search pipelines produce large
numbers of candidate events, but the majority of these are
of very low significance and have a correspondingly low
probability of being of astrophysical origin.
We desire to identify all events that are confidently

astrophysical in origin and additionally provide a manage-
able set of marginal triggers that may include some true
signals but certainly also includes noise triggers. To do this
identification, we establish an initial threshold on estimated
FAR of 1 per 30 days (about 12.2 per year), excluding any
event that does not have a FAR less than this threshold in at
least one of the two matched-filter analyses (see Sec. III).
The cWB search results are not used in the event selection
process. At this FAR threshold, if each pipeline produces
independent noise events, we would expect on average two
such noise events (false alarms) per month of analyzed
coincident time. During these first two observing runs, we
also empirically observe approximately two likely signal
events per month of analyzed time. Thus, for O1 and O2,
any sample of events all of whose measured FARs are
greater than 1 per 30 days is expected to consist of at least
50% noise triggers. Individual triggers within such a
sample are then considered to be of little astrophysical
interest. Since the number of triggers with a FAR less than
1 per 30 days is manageable, restricting our attention to
triggers with lower FAR captures all confident detections
while also probing noise triggers.
Within the sample of triggers with a FAR less than the

ceiling of 1 per 30 days in at least one of the matched-filter
searches, we assign the “GW” designation to any event for
which the probability of astrophysical origin from either
matched-filter search is greater than 50% (for the exact

definition and calculation of the astrophysical probability,
see Sec. VII). We list these events in Table I.
For the remaining events in the sample that pass the

initial FAR threshold, neither matched-filter search finds a
greater than 50% probability of astrophysical origin. These
are considered marginal events and are listed in Table II.
The astrophysical probabilities of all events, confident and
marginal, are given in Table IV.

B. Gravitational-wave events

Results from the two matched-filter searches are shown
in Fig. 2 and that of the unmodeled burst search in Fig. 3. In
each plot, we show the observed distribution of events as a
function of the inverse false-alarm rate, as well as the
expected background for the analysis time, with Poisson
uncertainty bands. The foreground distributions clearly
stand out from the background, even though we show
only rightward-pointing arrows for any event with a
measured or bounded IFAR greater than 3000 y.
We present more quantitative details below on the 11

gravitational events, as selected by the criteria in Sec. IVA,
in Table I. Of these 11 events, seven have been previously
reported: the three gravitational-wave events fromO1 [1–4]
and, from O2, the binary neutron star merger GW170817
[18] and the binary black hole events GW170104 [15],
GW170608 [17], and GW170814 [16]. The updated results
we report here supersede those previously published. Four
new gravitational-wave events are reported here for the
first time: GW170729, GW170809, GW170818, and
GW170823. All four are binary black hole events.
As noted in Sec. III, data from O1 are reanalyzed

because of improvements in the search pipelines and the

FIG. 2. Cumulative histograms of search results for the matched-filter searches, plotted versus inverse false-alarm rate. The dashed
lines show the expected background, given the analysis time. Shaded regions denote sigma uncertainty bounds for Poisson uncertainty.
The blue dots are the named gravitational-wave events found by each respective search. Any events with a measured or bounded inverse
false-alarm rate greater than 3000 y are shown with an arrow pointing right. Left: PyCBC results. Right: GstLAL results.

GWTC-1: A GRAVITATIONAL-WAVE TRANSIENT CATALOG … PHYS. REV. X 9, 031040 (2019)

031040-7

Expected 
background 



P Schmidt, Univ. of Birmingham

UNMODELLED SEARCHES
▸ Search that identifies coincident excess power in 

the time-frequency representation of the strain data 

▸ Identifies events that are coherent in multiple 
detectors and reconstructs the source sky 
location and signal waveforms by using the 
constrained maximum likelihood method  

▸ Does not rely on waveform models 

▸ Sensitive to a wide range of short-duration 
transient signals (“bursts”) 

▸ Weak assumption of “chirpyness” of the signal 

▸ Detection statistic: coherent energy constructed via 
cross-correlation Ec ∝ ρc

12GW SEARCHES 

[Salemi+, 2019]
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PARAMETER ESTIMATION

SOURCE CHARACTERISATION
13

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
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entering our sensitive band [85,86] and could not have
formed from an asymptotically spin antialigned binary.
We could exclude those systems if we believe the binary is
not precessing. However, we do not make this assumption
here and instead accept that the models can only extract
limited spin information about a more general, precessing
binary.
We also need to specify the prior ranges for the ampli-

tude and phase error functions δAkðf; ~ϑÞ and δϕkðf; ~ϑÞ, see
Eq. (5). The calibration during the time of observation of
GW150914 is characterized by a 1-σ statistical uncertainty
of no more than 10% in amplitude and 10° in phase [1,47].
We use zero-mean Gaussian priors on the values of the
spline at each node with widths corresponding to the
uncertainties quoted above [48]. Calibration uncertainties
therefore add 10 parameters per instrument to the model
used in the analysis. For validation purposes we also
considered an independent method that assumes frequency-
independent calibration errors [87], and obtained consistent
results.

III. RESULTS

The results of the analysis using binary coalescence
waveforms are posterior PDFs for the parameters describ-
ing the GW signal and the model evidence. A summary is
provided in Table I. For the model evidence, we quote
(the logarithm of) the Bayes factor Bs=n ¼ Z=Zn, which
is the evidence for a coherent signal hypothesis divided
by that for (Gaussian) noise [5]. At the leading order, the
Bayes factor and the optimal SNR ρ ¼ ½

P
khhMk jhMk i%1=2 are

related by lnBs=n ≈ ρ2=2 [88].
Before discussing parameter estimates in detail, we

consider how the inference is affected by the choice of
the compact-binary waveform model. From Table I, we see
that the posterior estimates for each parameter are broadly
consistent across the two models, despite the fact that
they are based on different analytical approaches and that
they include different aspects of BBH spin dynamics. The
models’ logarithms of the Bayes factors, 288.7& 0.2 and
290.3& 0.1, are also comparable for both models: the data
do not allow us to conclusively prefer one model over the
other [89]. Therefore, we use both for the Overall column
in Table I. We combine the posterior samples of both
distributions with equal weight, in effect marginalizing
over our choice of waveform model. These averaged results
give our best estimate for the parameters describing
GW150914.
In Table I, we also indicate how sensitive our results are

to our choice of waveform. For each parameter, we give
systematic errors on the boundaries of the 90% credible
intervals due to the uncertainty in the waveform models
considered in the analysis; the quoted values are the 90%
range of a normal distribution estimated from the variance
of results from the different models. (If X were an edge of a

credible interval, we quote systematic uncertainty
&1.64σsys using the estimate σ2sys¼ ½ðXEOBNR−XOverallÞ2þ
ðXIMRPhenom−XOverallÞ2%=2. For parameters with bounded
ranges, like the spins, the normal distributions should
be truncated. However, for transparency, we still quote
the 90% range of the uncut distributions. These numbers
provide estimates of the order of magnitude of the potential
systematic error). Assuming a normally distributed error is
the least constraining choice [90] and gives a conservative
estimate. The uncertainty from waveform modeling is less
significant than the statistical uncertainty; therefore, we are
confident that the results are robust against this potential
systematic error. We consider this point in detail later in the
Letter.
The analysis presented here yields an optimal coherent

SNR of ρ ¼ 25.1þ1.7
−1.7 . This value is higher than the one

reported by the search [1,3] because it is obtained using a
finer sampling of (a larger) parameter space.
GW150914’s source corresponds to a stellar-mass BBH

with individual source-frame masses msource
1 ¼ 36þ5

−4M⊙
and msource

2 ¼ 29þ4
−4M⊙, as shown in Table I and Fig. 1.

The two BHs are nearly equal mass. We bound the mass
ratio to the range 0.66 ≤ q ≤ 1 with 90% probability. For
comparison, the highest observed neutron star mass is
2.01& 0.04M⊙ [91], and the conservative upper-limit for

FIG. 1. Posterior PDFs for the source-frame component masses
msource

1 and msource
2 . We use the convention that msource

2 ≤ msource
1 ,

which produces the sharp cut in the two-dimensional distribution.
In the one-dimensional marginalized distributions we show the
Overall (solid black), IMRPhenom (blue), and EOBNR (red)
PDFs; the dashed vertical lines mark the 90% credible interval
for the Overall PDF. The two-dimensional plot shows the
contours of the 50% and 90% credible regions plotted over a
color-coded PDF.
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GW DATA ANALYSIS

MEASURING BINARY PARAMETERS
▸ GW signal encodes the astrophysical information: masses, 

spins, tides, location, orientation of the orbit  

▸ Use Bayesian inference to infer the source parameters :θ

14

p(✓ | d) = L(d | ✓)⇡(✓)
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PARAMETER ESTIMATION

THE DATA
▸ For an incident signal, a GW detector 

records the following data: 

▸ Real-valued detector response to a GW:

15

noise

d = R(h) + n
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data 

detector response to a GW

R(h) = F+(↵, �, )h+ + F⇥(↵, �, )h⇥
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PARAMETER ESTIMATION

THE NOISE
▸ Three key assumptions: 

▸ Gaussian with zero mean and known variance 

▸ Stationary 

▸ Independent between frequency bins and detectors

16
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noise correlation matrix

power spectral density
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PARAMETER ESTIMATION

LIKELIHOOD
▸ We are free to choose the likelihood 

▸ In GW astronomy we assume a likelihood associated with stationary Gaussian noise that has zero mean and a known 
variance: 

▸ Likelihood compares theoretical models against the data 

▸ For a network of GW detectors:
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STATIONARY & GAUSSIAN?
▸ Data cleaning 

▸ Glitch removal/mitigation

18DETECTION OF GWS

Additionally, a short instrumental noise transient
appeared in the LIGO-Livingston detector 1.1 s before
the coalescence time of GW170817 as shown in Fig. 2.
This transient noise, or glitch [71], produced a very brief
(less than 5 ms) saturation in the digital-to-analog converter
of the feedback signal controlling the position of the test
masses. Similar glitches are registered roughly once every
few hours in each of the LIGO detectors with no temporal
correlation between the LIGO sites. Their cause remains
unknown. To mitigate the effect on the results presented in
Sec. III, the search analyses applied a window function to
zero out the data around the glitch [72,73], following the
treatment of other high-amplitude glitches used in the
O1 analysis [74]. To accurately determine the properties
of GW170817 (as reported in Sec. IV) in addition to the
noise subtraction described above, the glitch was modeled
with a time-frequency wavelet reconstruction [75] and
subtracted from the data, as shown in Fig. 2.
Following the procedures developed for prior gravita-

tional-wave detections [29,78], we conclude there is no
environmental disturbance observed by LIGO environmen-
tal sensors [79] that could account for the GW170817
signal.
The Virgo data, used for sky localization and an

estimation of the source properties, are shown in the
bottom panel of Fig. 1. The Virgo data are nonstationary
above 150 Hz due to scattered light from the output optics
modulated by alignment fluctuations and below 30 Hz due
to seismic noise from anthropogenic activity. Occasional
noise excess around the European power mains frequency
of 50 Hz is also present. No noise subtraction was applied
to the Virgo data prior to this analysis. The low signal
amplitude observed in Virgo significantly constrained the
sky position, but meant that the Virgo data did not
contribute significantly to other parameters. As a result,
the estimation of the source’s parameters reported in
Sec. IV is not impacted by the nonstationarity of Virgo
data at the time of the event. Moreover, no unusual
disturbance was observed by Virgo environmental sensors.
Data used in this study can be found in [80].

III. DETECTION

GW170817 was initially identified as a single-detector
event with the LIGO-Hanford detector by a low-latency
binary-coalescence search [81–83] using template wave-
forms computed in post-Newtonian theory [11,13,36,84].
The two LIGO detectors and the Virgo detector were all
taking data at the time; however, the saturation at the LIGO-
Livingston detector prevented the search from registering a
simultaneous event in both LIGO detectors, and the low-
latency transfer of Virgo data was delayed.
Visual inspection of the LIGO-Hanford and LIGO-

Livingston detector data showed the presence of a clear,
long-duration chirp signal in time-frequency representations
of the detector strain data. As a result, an initial alert was

generated reporting a highly significant detection of a binary
neutron star signal [85] in coincidence with the independ-
ently observed γ-ray burst GRB 170817A [39–41].
A rapid binary-coalescence reanalysis [86,87], with the

time series around the glitch suppressed with a window
function [73], as shown in Fig. 2, confirmed the presence of
a significant coincident signal in the LIGO detectors. The
source was rapidly localized to a region of 31 deg2,
shown in Fig. 3, using data from all three detectors [88].
This sky map was issued to observing partners, allowing
the identification of an electromagnetic counterpart
[46,48,50,77].
The combined SNR of GW170817 is estimated to be

32.4, with values 18.8, 26.4, and 2.0 in the LIGO-Hanford,

FIG. 2. Mitigation of the glitch in LIGO-Livingston data. Times
are shown relative to August 17, 2017 12∶41:04 UTC. Top panel:
A time-frequency representation [65] of the raw LIGO-Living-
ston data used in the initial identification of GW170817 [76]. The
coalescence time reported by the search is at time 0.4 s in this
figure and the glitch occurs 1.1 s before this time. The time-
frequency track of GW170817 is clearly visible despite the
presence of the glitch. Bottom panel: The raw LIGO-Livingston
strain data (orange curve) showing the glitch in the time domain.
To mitigate the glitch in the rapid reanalysis that produced the sky
map shown in Fig. 3 [77], the raw detector data were multiplied
by an inverse Tukey window (gray curve, right axis) that zeroed
out the data around the glitch [73]. To mitigate the glitch in the
measurement of the source’s properties, a model of the glitch
based on a wavelet reconstruction [75] (blue curve) was sub-
tracted from the data. The time-series data visualized in this figure
have been bandpassed between 30 Hz and 2 kHz so that the
detector’s sensitive band is emphasized. The gravitational-wave
strain amplitude of GW170817 is of the order of 10−22 and so is
not visible in the bottom panel.
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Citizen science: Gravity Spy 

https://www.zooniverse.org/projects/zooniverse/gravity-spy 

Some example “glitches”

https://www.zooniverse.org/projects/zooniverse/gravity-spy
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PARAMETER ESTIMATION

GAUSSIANITY
▸ Real detector noise often contains non-

Gaussianities (“glitches”) 

▸ O3: 24% of GW candidates near glitches 

▸ We can modify the likelihood or remove 
them from the data 

▸ Prominent example: GW170817  

▸ Noise transients impact the measurement: 

▸ Systematic errors in sky location 

▸ Systematic biases in source parameters

19

[Macas+, 2022]

Additionally, a short instrumental noise transient
appeared in the LIGO-Livingston detector 1.1 s before
the coalescence time of GW170817 as shown in Fig. 2.
This transient noise, or glitch [71], produced a very brief
(less than 5 ms) saturation in the digital-to-analog converter
of the feedback signal controlling the position of the test
masses. Similar glitches are registered roughly once every
few hours in each of the LIGO detectors with no temporal
correlation between the LIGO sites. Their cause remains
unknown. To mitigate the effect on the results presented in
Sec. III, the search analyses applied a window function to
zero out the data around the glitch [72,73], following the
treatment of other high-amplitude glitches used in the
O1 analysis [74]. To accurately determine the properties
of GW170817 (as reported in Sec. IV) in addition to the
noise subtraction described above, the glitch was modeled
with a time-frequency wavelet reconstruction [75] and
subtracted from the data, as shown in Fig. 2.
Following the procedures developed for prior gravita-

tional-wave detections [29,78], we conclude there is no
environmental disturbance observed by LIGO environmen-
tal sensors [79] that could account for the GW170817
signal.
The Virgo data, used for sky localization and an

estimation of the source properties, are shown in the
bottom panel of Fig. 1. The Virgo data are nonstationary
above 150 Hz due to scattered light from the output optics
modulated by alignment fluctuations and below 30 Hz due
to seismic noise from anthropogenic activity. Occasional
noise excess around the European power mains frequency
of 50 Hz is also present. No noise subtraction was applied
to the Virgo data prior to this analysis. The low signal
amplitude observed in Virgo significantly constrained the
sky position, but meant that the Virgo data did not
contribute significantly to other parameters. As a result,
the estimation of the source’s parameters reported in
Sec. IV is not impacted by the nonstationarity of Virgo
data at the time of the event. Moreover, no unusual
disturbance was observed by Virgo environmental sensors.
Data used in this study can be found in [80].

III. DETECTION

GW170817 was initially identified as a single-detector
event with the LIGO-Hanford detector by a low-latency
binary-coalescence search [81–83] using template wave-
forms computed in post-Newtonian theory [11,13,36,84].
The two LIGO detectors and the Virgo detector were all
taking data at the time; however, the saturation at the LIGO-
Livingston detector prevented the search from registering a
simultaneous event in both LIGO detectors, and the low-
latency transfer of Virgo data was delayed.
Visual inspection of the LIGO-Hanford and LIGO-

Livingston detector data showed the presence of a clear,
long-duration chirp signal in time-frequency representations
of the detector strain data. As a result, an initial alert was

generated reporting a highly significant detection of a binary
neutron star signal [85] in coincidence with the independ-
ently observed γ-ray burst GRB 170817A [39–41].
A rapid binary-coalescence reanalysis [86,87], with the

time series around the glitch suppressed with a window
function [73], as shown in Fig. 2, confirmed the presence of
a significant coincident signal in the LIGO detectors. The
source was rapidly localized to a region of 31 deg2,
shown in Fig. 3, using data from all three detectors [88].
This sky map was issued to observing partners, allowing
the identification of an electromagnetic counterpart
[46,48,50,77].
The combined SNR of GW170817 is estimated to be

32.4, with values 18.8, 26.4, and 2.0 in the LIGO-Hanford,

FIG. 2. Mitigation of the glitch in LIGO-Livingston data. Times
are shown relative to August 17, 2017 12∶41:04 UTC. Top panel:
A time-frequency representation [65] of the raw LIGO-Living-
ston data used in the initial identification of GW170817 [76]. The
coalescence time reported by the search is at time 0.4 s in this
figure and the glitch occurs 1.1 s before this time. The time-
frequency track of GW170817 is clearly visible despite the
presence of the glitch. Bottom panel: The raw LIGO-Livingston
strain data (orange curve) showing the glitch in the time domain.
To mitigate the glitch in the rapid reanalysis that produced the sky
map shown in Fig. 3 [77], the raw detector data were multiplied
by an inverse Tukey window (gray curve, right axis) that zeroed
out the data around the glitch [73]. To mitigate the glitch in the
measurement of the source’s properties, a model of the glitch
based on a wavelet reconstruction [75] (blue curve) was sub-
tracted from the data. The time-series data visualized in this figure
have been bandpassed between 30 Hz and 2 kHz so that the
detector’s sensitive band is emphasized. The gravitational-wave
strain amplitude of GW170817 is of the order of 10−22 and so is
not visible in the bottom panel.
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Additionally, a short instrumental noise transient
appeared in the LIGO-Livingston detector 1.1 s before
the coalescence time of GW170817 as shown in Fig. 2.
This transient noise, or glitch [71], produced a very brief
(less than 5 ms) saturation in the digital-to-analog converter
of the feedback signal controlling the position of the test
masses. Similar glitches are registered roughly once every
few hours in each of the LIGO detectors with no temporal
correlation between the LIGO sites. Their cause remains
unknown. To mitigate the effect on the results presented in
Sec. III, the search analyses applied a window function to
zero out the data around the glitch [72,73], following the
treatment of other high-amplitude glitches used in the
O1 analysis [74]. To accurately determine the properties
of GW170817 (as reported in Sec. IV) in addition to the
noise subtraction described above, the glitch was modeled
with a time-frequency wavelet reconstruction [75] and
subtracted from the data, as shown in Fig. 2.
Following the procedures developed for prior gravita-

tional-wave detections [29,78], we conclude there is no
environmental disturbance observed by LIGO environmen-
tal sensors [79] that could account for the GW170817
signal.
The Virgo data, used for sky localization and an

estimation of the source properties, are shown in the
bottom panel of Fig. 1. The Virgo data are nonstationary
above 150 Hz due to scattered light from the output optics
modulated by alignment fluctuations and below 30 Hz due
to seismic noise from anthropogenic activity. Occasional
noise excess around the European power mains frequency
of 50 Hz is also present. No noise subtraction was applied
to the Virgo data prior to this analysis. The low signal
amplitude observed in Virgo significantly constrained the
sky position, but meant that the Virgo data did not
contribute significantly to other parameters. As a result,
the estimation of the source’s parameters reported in
Sec. IV is not impacted by the nonstationarity of Virgo
data at the time of the event. Moreover, no unusual
disturbance was observed by Virgo environmental sensors.
Data used in this study can be found in [80].

III. DETECTION

GW170817 was initially identified as a single-detector
event with the LIGO-Hanford detector by a low-latency
binary-coalescence search [81–83] using template wave-
forms computed in post-Newtonian theory [11,13,36,84].
The two LIGO detectors and the Virgo detector were all
taking data at the time; however, the saturation at the LIGO-
Livingston detector prevented the search from registering a
simultaneous event in both LIGO detectors, and the low-
latency transfer of Virgo data was delayed.
Visual inspection of the LIGO-Hanford and LIGO-

Livingston detector data showed the presence of a clear,
long-duration chirp signal in time-frequency representations
of the detector strain data. As a result, an initial alert was

generated reporting a highly significant detection of a binary
neutron star signal [85] in coincidence with the independ-
ently observed γ-ray burst GRB 170817A [39–41].
A rapid binary-coalescence reanalysis [86,87], with the

time series around the glitch suppressed with a window
function [73], as shown in Fig. 2, confirmed the presence of
a significant coincident signal in the LIGO detectors. The
source was rapidly localized to a region of 31 deg2,
shown in Fig. 3, using data from all three detectors [88].
This sky map was issued to observing partners, allowing
the identification of an electromagnetic counterpart
[46,48,50,77].
The combined SNR of GW170817 is estimated to be

32.4, with values 18.8, 26.4, and 2.0 in the LIGO-Hanford,

FIG. 2. Mitigation of the glitch in LIGO-Livingston data. Times
are shown relative to August 17, 2017 12∶41:04 UTC. Top panel:
A time-frequency representation [65] of the raw LIGO-Living-
ston data used in the initial identification of GW170817 [76]. The
coalescence time reported by the search is at time 0.4 s in this
figure and the glitch occurs 1.1 s before this time. The time-
frequency track of GW170817 is clearly visible despite the
presence of the glitch. Bottom panel: The raw LIGO-Livingston
strain data (orange curve) showing the glitch in the time domain.
To mitigate the glitch in the rapid reanalysis that produced the sky
map shown in Fig. 3 [77], the raw detector data were multiplied
by an inverse Tukey window (gray curve, right axis) that zeroed
out the data around the glitch [73]. To mitigate the glitch in the
measurement of the source’s properties, a model of the glitch
based on a wavelet reconstruction [75] (blue curve) was sub-
tracted from the data. The time-series data visualized in this figure
have been bandpassed between 30 Hz and 2 kHz so that the
detector’s sensitive band is emphasized. The gravitational-wave
strain amplitude of GW170817 is of the order of 10−22 and so is
not visible in the bottom panel.

PRL 119, 161101 (2017) P HY S I CA L R EV I EW LE T T ER S week ending
20 OCTOBER 2017

161101-3

Example: GW170817 overlapped with a blip glitch in LIGO-Livingston  

[LVC, PRL 2017]
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PARAMETER ESTIMATION

STATIONARITY
▸ The noise floor in GW detectors varies over 

time  

▸  changes between events  

▸ Compute the PSD for every event to take 
PSD drift into account 

▸ Note: Uncertainty in the PSD estimation can 
also be taken into account via marginalisation 
by introducing extra parameters into the 
noise model

Sn( f )

20Stationarity
Recompute the PSD for every detector and for every event
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PARAMETER ESTIMATION

CALIBRATION
▸ Calibration quantifies the detector’s response to 

incident GWs 

▸ Miscalibration results in biased strain data! 

▸ Parameterised model for calibration uncertainty 

▸ Marginalised over during parameter estimation 

▸ Calibration uncertainties are not the limiting factor 
in current GW observations 

▸ Statistical uncertainty from detector noise 
dominates

21
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PARAMETER ESTIMATION

THE SIGNAL MODEL
▸ Need a signal model  to compare against the data when 

evaluating the likelihood 

▸ Circular binary black hole (15D): 

▸ Eccentric orbits: requires two additional parameters to 
describe the ellipse and its orientation 

▸ Binary neutron star:  + parameters that characterise the 
tidal response of the star

h(θ)

θBBH

22

✓BBH = {m1,m2, ~�1, ~�2| {z }
intrinsic

, DL, ◆,↵, �, ,�c, tc| {z }
extrinsic

}
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PARAMETER ESTIMATION

THE PRIOR
▸ Uninformative vs. astrophysically motivated priors 

▸ Population priors 

▸ “Standard" GW priors: 

▸ Mass priors: often sample uniform in chirp 
mass  & symmetric mass ratio 

 

▸ Distance:  (uniform in “luminosity” 
volume) 

▸ Spins magnitudes: uniform 

▸ Spin orientation: isotropic (i.e. uniform in 
cos(tilt)

ℳc = η3/5M
η = (m1m2)/M

p(DL) ∝ D2
L

23

GW170809 with the different prior choices P1, P2, and P3.
The results are obtained using the nested sampling algo-
rithm implemented in LALINFERENCE [241] and the
precessing waveform model IMRPhenomPv2 [25,26,49].
Marginalized one-dimensional PDFs for various parame-
ters under the three different prior assumptions are shown
in the right column in Fig. 17: The posterior PDFs for well-
measured parameters have similar shapes irrespective of the
assumed prior (e.g., the chirp mass), whereas they are very

different, and hence prior dependent, for ill-measured
parameters such as the effective precession spin.
To quantify the impact of the choice of prior on

parameter estimation and hence our observations from
Fig. 17, we use the Kullback-Leibler (KL) divergence
DKL [159] as defined in Eq. (B2). This divergence allows us
to determine the information gain between the prior and the
posterior distributions. The results are summarized in
Table VI. A similar spread on parameters, where
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FIG. 17. Example prior and posterior distributions for GW170809. Left column: The four panels show the three different prior choices
P1 (black), P2 (blue), and P3 (red) for four different physical parameters: the chirp mass, the effective aligned spin, the effective
precession spin, and the luminosity distance. Right column: The four panels show the corresponding posterior probability distributions
for the same four physical parameters obtained under the three different prior assumptions P1 (black), P2 (blue), and P3 (red). In all
panels, the dashed vertical lines indicate the 90% credible intervals.

B. P. ABBOTT et al. PHYS. REV. X 9, 031040 (2019)

031040-34

[LVC, GWTC-1]
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MEASUREMENT EXAMPLES
24PARAMETER ESTIMATION

D. Orientation and spins

The contribution of higher multipoles in the gravitational
waveform is important for the parameter estimation of
systems with small mass ratios [135,136]. In Fig. 4 we

show the marginalized two-dimensional posterior distribu-
tion for luminosity distance and inclination obtained using
signal models either without higher multipoles, with higher
multipoles, or with higher multipoles and spin precession.
The degeneracy between luminosity distance and inclina-
tion angle that is present in the results obtained without
higher multipoles is broken when higher multipoles are
included. The inclusion of precession effects helps to
constrain the 90% credible region further. Results obtained
with the Phenom family show the same degeneracy break-
ing when higher multipoles are included, but the 90%
credible region obtained with Phenom PHM has some
remaining small support for θJN > π=2.
Weconstrain the spinparameter χeff ofGW190412’s source

to be 0.25þ0.08
−0.11 . After GW151226 and GW170729 [2,7,34],

this is the thirdBHbinarywehave identifiedwhoseGWsignal
shows imprints of at least one nonzero spin component,
although recently another observation of a potentially spin-
ningBHbinarywas reported [11].However, inferred spins are
more sensitive thanother parameters (e.g., componentmasses)
to the choice of the prior. A reanalysis of GW events with a
population-informed spin prior recently suggested that pre-
vious binary component spin measurements may have been
overestimated because of the use of an uninformative prior
[137]. Collecting more observations will enable us to make
more confident statements on BH spins in the future.
The parameter χeff only contains information about the

spin components perpendicular to the orbital plane. The in-
plane spin components cause the orbital plane to precess
[138], but this effect is difficult to observe, especially when
the inclination angle is near 0 or π. Using models with
higher multipoles, however, we constrain the inclination of
GW190412 exceptionally well and put stronger constraints
on the effect of precession than in previous binaries [7]. The
strength of precession is parametrized by an effective
precession parameter, 0 ≤ χp < 1, defined by [139]

χp ¼ max
!
kS⃗1⊥k
m2

1

; κ
kS⃗2⊥k
m2

2

"
; ð3Þ

where S⃗i⊥ ¼ S⃗i − ðS⃗i · L⃗NÞL⃗N=kL⃗Nk2 and κ ¼ qð4qþ 3Þ=
ð4þ 3qÞ. Large values of χp correspond to strong
precession.
Figure 5 shows that the marginalized one-dimensional

posterior of χp is different from its global prior distribution.
The Kullback-Leibler divergence [107], DKL, for the
information gained from the global prior to the posterior
is 0.95þ0.03

−0.03 bits and 0.51þ0.02
−0.02 bits for the EOBNR PHM

and Phenom PHM model, respectively. Those values are
larger than what we found for any observation during the
first two observing runs (see Table V in Appendix B of [7]).
Since the prior we use introduces non-negligible correla-
tions between mass ratio, χeff and χp, we check if the
observed posterior is mainly derived from constraints on

FIG. 3. The one-dimensional posterior probability density for
the mass ratio q of GW190412, obtained with a suite of different
signal models. The vertical lines above the bottom axes indicate
the 90% credible bounds for each signal model.

FIG. 4. The posterior distribution for the luminosity distance,
DL, and inclination, θJN (angle between the line-of-sight and total
angular momentum), of GW190412. We illustrate the 90%
credible regions as in Fig. 2. By comparing models that include
either the dominant multipole (and no precession), higher multi-
poles and no precession, or higher multipoles and precession, we
can see the great impact higher multipoles have on constraining
the inclination and distance. All models shown here are part of the
EOBNR family.

R. ABBOTT et al. PHYS. REV. D 102, 043015 (2020)

043015-6

Masses.—The estimated mass posterior distributions are
shown in the left panel of Figure 1 for the three GW signal
models. The primary BH mass of GW190521 is m1= Me,
making it the highest-mass component BH known to date in
GW astronomy. The mass of the secondary BH is inferred to be
m2= Me. The primary BH of GW190521 is more
massive (median value) than any remnant BH reported in
GWTC-1 except for GW170729 (Abbott et al. 2019i); the
secondary BH of GW190521 is also more massive than any
primary BH in GWTC-1.

These source-frame masses have been redshift corrected, as
discussed above, using a value of the Hubble parameter
H0=67.9 from Planck 2015. However, recent measurements
of H0 using nearby Cepheid distance standards obtain a precise
value of H0=74.03±1.42 km s−1 Mpc−1 (Riess et al. 2019),
9%higher than the Planck value. Using the latter value along
with the other cosmological parameters from Planck 2015
increases the median value of the redshift by 7%and reduces
the estimated source-frame masses by 3%. These shifts are
significantly smaller than statistical or other systematic
uncertainties, including those affecting the astrophysical
interpretation discussed throughout this paper.

While the low-mass cutoff of the PI mass gap is uncertain
(see Section 5.1), the primary BH of GW190521 offers strong
evidence for the existence of BHs in the mass gap. If the PI gap
begins at 50Me (65Me), we find that the primary BH has only
a < 0.1% (0.3%) probability of being below the mass gap,
while the secondary BH has 6.6% (46.2%) probability of also
being below the mass gap.

The SEOBNRPHM model supports a higher primary mass
and more asymmetric mass ratio for GW190521: within 90%
credible intervals, m1 and m2 can be as high as 141 Me and
92Me respectively, while support for the mass ratio extends
down to q∼0.32. While the upper limit of the PI mass gap
remains uncertain, adopting 120Me as the high-mass end of
the gap, we find the probability that the primary BH of
GW190521 is beyond the gap of 12% when using the
SEOBNRPHM model. The corresponding probabilities using
the NRSurPHM and PhenomPHM models are 0.9%and
2.3%, respectively.

The probability that at least one of the BHs in GW190521 is
in the range 65–120Me is 99.0%, using the NRSur PHM
model. The corresponding probabilities using the SEOBNR
PHM and Phenom PHM models are 90.2%and 98.0%,
respectively.
We measure the total binary mass of GW190521 to be

M= Me making it the highest-mass binary observed
via GWs to date. The binary chirp mass is Me, a
factor of ∼2 higher than the first BBH detection, GW150914
(Abbott et al. 2016a, 2019i). GW190521 is consistent with a
nearly equal mass binary with mass ratio q=m2/m1=

(90% credible interval).
In the detector frame, the measured masses are

Me, Me,M
det= Me, and

Me, using the NRSurPHM model. These results are very
nearly the same for all three models.
Spins.—Due to its high total mass, GW190521 is the shortest-

duration signal (approximately 0.1 s) recorded so far in the LIGO
and Virgo detectors. With only around four cycles (two orbits) in
the frequency band 30–80 Hz (Abbott et al. 2020b), information
about spin evolution during the coalescence is limited. Still,
analyses of GW190521 indicate that GW signal models including
effects of spin–orbit precession are mildly preferred over those
that omit such effects (i.e., allow only spins aligned with the
orbital axis), with a -Bayes factor of 1.06±0.06 for the
NRSurPHM model allowing generic BH spins versus limiting
the effects of spin to the aligned components.
In the disk plots of Figure 2, we show constraints on the

spins of the component BHs of GW190521 in terms of their
dimensionless magnitudes χ1 and χ2 and polar angles (tilts)
with respect to the orbital angular momentum, and ,
defined at a fiducial GW frequency of 11 Hz. Median values
from all three waveform models suggest in-plane spin
components with high spin magnitudes for both the BHs.
Within the 90% credible intervals given in Table 1, however,
the constraints on the dimensionless BH spin magnitudes
remain uninformative. For our preferred model NRSurPHM,
the 90% bounds on spin magnitude extend from χ1,2∼0.1 to
0.9. The constraints on the tilt angles of these spins are also
relatively broad.

Figure 2. Posterior probabilities for the dimensionless component spins, and , relative to the orbital angular momentum axis . Shown here for
the three waveform models (left to right: NRSur PHM, Phenom PHM, and SEOBNR PHM). The tilt angles are 0° for spins aligned with the orbital angular
momentum and 180° for spins anti-aligned. Probabilities are marginalized over the azimuthal angles. The pixels have equal prior probability, being equally spaced in
the spin magnitudes and the cosines of tilt angles. The spin orientations are defined at a fiducial GW frequency of 11 Hz.
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binaries. The NRSur7dq4 results are summarized in
Table I. Results for all three models are presented in the
companion paper [39].
Figure 2 shows our estimated 90% credible regions for

the individual masses of GW190521. We estimate indivi-
dual components with ðm1; m2Þ ¼ ð85þ21

−14 ; 66
þ17
−18Þ M⊙ and

a total mass 150þ29
−17 M⊙. This makes GW190521 the most

massive binary BH observed to date, as expected from its
short duration and low peak frequency. To quantify
compatibility with the PISN mass gap, we find the
probability of the primary component being below
65 M⊙ to be 0.32%. The estimated mass and dimensionless
spin magnitude of the remnant object areMf ¼ 142þ28

−16 M⊙
and χf ¼ 0.72þ0.09

−0.12 respectively. The posterior forMf shows
no support below 100 M⊙, making the remnant the first
conclusive direct observation of an IMBH.
The left panel of Fig. 3 shows the posterior distributions

for the magnitude and tilt angle of the individual spins,
measured at a reference frequency of 11 Hz. All pixels in
this plot have equal prior probability. While we obtain
posteriors with strong support at the χ ¼ 1 limit imposed by
cosmic censorship [91], these also show non-negligible
support for zero spin magnitudes. In addition, the maxi-
mum posterior probability corresponds to large angles
between the spins and the orbital angular momentum.
Large spin magnitudes and tilt angles would lead to a
strong spin-orbit coupling, causing the orbital plane to

FIG. 2. Posterior distributions for the progenitor masses of
GW190521 according to the NRSur7dq4 waveform model. The
90% credible regions are indicated by the solid contour in the
joint distribution and by solid vertical and horizontal lines in
the marginalized distributions.

FIG. 3. Left: posterior distribution for the individual spins of GW190521 according to the NRSur7dq4 waveform model. The radial
coordinate in the plot denotes the dimensionless spin magnitude, while the angle denotes the spin tilt, defined as the angle between the
spin and the orbital angular momentum of the binary at reference frequency of 11 Hz. A tilt of 0° indicates that the spin is aligned with
the orbital angular momentum. A nonzero magnitude and a tilt away from 0° and 180° imply a precessing orbital plane. All bins have
equal prior probability. Right: posterior distributions for the effective spin and effective in-plane spin parameters. The 90% credible
regions are indicated by the solid contour in the joint distribution, and by solid vertical and horizontal lines in the marginalized
distributions. The large density for tilts close to 90° leads to large values for χp and low values for χeff.

PHYSICAL REVIEW LETTERS 125, 101102 (2020)

101102-5

Chirp mass vs total mass  

Distance-inclination degeneracy 

Individual spins vs effective spins 

Impact of SNR (statistical uncertainty)

[LVK: GWTC-1, GW190412, GW190521]
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TRY IT YOURSELF :-)
▸ All LVK analysis software is publicly available:                  

https://git.ligo.org/lscsoft/lalsuite  

▸ Tutorials available from the Gravitational Wave Open Science 
Centre: https://gwosc.org/tutorials/  

▸ Perform a matched filter search: https://pycbc.org/  

▸ User-friendly Python inference package Bilby: 

▸ Source code: https://git.ligo.org/lscsoft/bilby   

▸ Documentation: https://lscsoft.docs.ligo.org/bilby/ 

25DIY

https://git.ligo.org/lscsoft/lalsuite
https://gwosc.org/tutorials/
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WAVEFORMS

GRAVITATIONAL WAVES FROM COMPACT BINARIES
▸ Signal „sweeps“ through the detector’s sensitivity band 

▸ Depending on the total mass of the binary, the merger 
regime is visible 

▸ Inspiral-merger-ringdown (IMR) waveforms are key 

▸ Need accurate theoretical model to infer the science

26
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PHENOMENOLOGY
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WAVEFORMS

MODELLING TECHNIQUES
28
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MODELLING TECHNIQUES

ANALYTICAL RELATIVITY TOOLS
▸ Post-Newtonian (PN) theory 

▸ Weak fields & slow motion 

▸ Post-Minkowskian (PM) theory 

▸ Weak fields, arbitrary velocities 

▸ (uncalibrated) effective-one-body (EOB) 

▸ Effective field theory (EFT)

29

▸ Scattering amplitudes 

▸ Hyperbolic motion 

▸ Map to the bound case 

▸ Gravitational self-force (GSF) 

▸ Very unequal mass ratios 

▸ (Classical) Perturbation theory 

▸ Ringdown

“Tutti Frutti”
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MODELLING TECHNIQUES

MODELLING THE INSPIRAL
▸ Multi-length-scale problem

30
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GW DATA ANALYSIS

GRAVITATIONAL WAVEFORMS
▸ A gravitational-wave signal can be written as: 

▸ The GW phase encodes the physics:
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h(f) = A(f) ei'(f)
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NUMERICAL RELATIVITY (NR)
▸ Only few analytic solutions to Einstein field equations 

known 

▸ No analytic solutions to the general-relativistic 
two-body problem 

▸ NR is a key ingredient to understanding GW 
observations! 

▸ Breakthrough in 2005 [Pretorius, Baker+, Campanelli+]: 

▸ First stable binary evolutions  

▸ Extraction of the GW signal 

▸ Computationally expensive  

▸ Time consuming 

▸ Many challenges remain!
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FIG. 3: A sample of the gravitational waves emitted during
the merger, as estimated by the Newman-Penrose scalar Ψ4

(from the medium resolution simulation). Here, the real com-
ponent of Ψ4 multiplied by the coordinate distance r from the
center of the grid is shown at a fixed angular location, though
several distances r. The waveform has also been shifted in
time by amounts shown in the plot, so that the oscillations
overlap. If the waves are measured far enough from the cen-
tral black hole then the amplitudes should match, and they
should be shifted by the light travel time between the loca-
tions (i.e. by 25M0 in this example). That we need to shift the
waveforms by more than this suggests the extraction points
are still too close to the black hole; the decrease in amplitude
is primarily due to numerical error as the wave moves into
regions of the grid with relatively low resolution.

binary system, and so possibly in a region where (6) is
not strictly valid. However, the larger integration radii
are in regions of the grid that do not have very good
resolution (due both to the mesh refinement structure
and the spatially compactified coordinate domain), and
so numerical error (mostly dissipation) tends to reduce

the amplitude of the waves with distance from the source.
With all these caveats in mind, the numbers we obtain
from (6) are 4.7%, 3.2%, 2.7%, 2.3% at integration radii
of 25M0, 50M0, 75M0 and 100M0 respectively (from the
high resolution simulation[20]), and where the percent-
age is relative to 2M0. Another estimate of the radiated
energy can be obtained by taking the difference between
the final and initial horizon masses (Table I)—this sug-
gests around 5% (high resolution case).

V. Conclusion: In this letter we have described a nu-
merical method based on generalized harmonic coordi-
nates that can stably evolve (at least a class of) bi-
nary black hole spacetimes. As an example, we pre-
sented an evolution of a binary system composed of non-
spinning black holes of equal mass M0, with an initial
proper separation and orbital angular velocity of approx-
imately 16.6M0 and 0.023/M0 respectively. The binary
merged within approximately 1 orbit, leaving behind a
blackhole of mass Mf ≈ 1.9M0 and angular momentum
J ≈ 0.70M2

f . A calculation of the energy emitted in
gravitational waves indicates that roughly 5% of the ini-
tial mass (defined as 2M0) is radiated . Future work
includes improving the accuracy of simulation (in par-
ticular the gravitational waves), exploring a larger class
of initial conditions (binaries that are further separated,
have different initial masses, non-zero spins, etc.), and
attempting to extract more geometric information about
the nature of the merger event from the simulations.
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MODELLING TECHNIQUES

Reformulate the Einstein field equations (EFE) as 
initial value problem (IVP) 

Prove existence of a well-posed initial value 
problem 

Numerically suitable reformulation of the EFE 
“good” coordinates (gauge choices)  

Initial data 
Deal with singularities 

“Find” the black hole horizons 
Extract gravitational waves

Credit: G. Pratten/Einstein Toolkit


